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The Painlevé Equations
PI : y�� = 6y2 + x
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Order and Chaos
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•  General solutions are new transcendental 
functions, with movable poles.
•  PII-PVI have special solutions for certain 

parameter values (⇒ rational or 
hypergeometric-type solutions).



Linear problems
• Each Painlevé equation is a compatibility 

condition for pairs of linear problems:

∂A

∂t
− ∂B

∂λ
+ [A,B] = 0

∂Y
∂λ = A(λ, t)Y

∂Y
∂t = B(λ, t)Y





⇒

called Lax pairs or iso-monodromy problems.

• These provide information about the 
solutions of Painlevé equations.
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Information near 0, ∞
• The Stokes multipliers near ∞

• The connection matrix between 0 & ∞
• The monodromy matrix around 0

remain unchanged as t varies. When λ≫1
Y = a1 exp

−i(4λ3/3+λ t) Y1 + a2 exp
i(4λ3/3+λ t) Y2

provides global information for t≫1, through a 
WKB approach.



Monodromy� and Spectrum�Preserving Deformations

Had we assumed, in addition, that Φ(0) is proportional to ί , the choice

v / 0 1\ \~ '
+ � would have been the only acceptable one.

Remark. In the first case, q will satisfy Eq. (3.1). In the second case, q solves

v, but —q again solves (3.1).

Proof of Proposition 4. Suppose that Ψ and Ψ'. (j — 1, . . ., 7) have property (a), with

the same Stokes multipliers AJ9 and suppose that Ψ1 = ΦA, Ψ[ = ΦΆ with Φ, Φ'
satisfying (b). Then

so S^ΨjΨj^1
 is well�defined and holomorphic about ζ= oo, and from the

asymptotic expansion one sees that 5 is a Laurent series in ζ, S(ζ)=I + 0 �. Near

C=o,
Ψ[ψ�l^Φ'φ�l^Φ'φ�1

 �const + 0(0,

a Taylor series with no negative powers. Hence S(ζ) = /, as was to be shown.

3E. The Inverse Transform

We now turn to the existence problem are there solutions Ψp Φ giving rise to a

prescribed set of transform data? Here we derive linear singular integral equations

Fig. 2. The contours in the ζ�plane for the inverse problem for Painleve II

Riemann-Hilbert 
Approach

• This inverts monodromy data characterising  
solutions           of the linear system to describe 
solutions        of Painlevé equations.

Y (λ, t)
y(t)

Most 
effective in 
limits such 
as t→∞ 

and for 
special solns, 
e.g.,               
for

y(t) ≡ 0
α = 0
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Relating Lax pairs

• Recently, we found that the Lax pairs for PII 
can be mapped invertibly to each other

J. Phys. A: Math. Theor. 42 (2009) 055208 N Joshi et al

JKT1

Laplace

dJKT1 JM1 G1

Figure 1. The diagram of the Fuchs–Garnier pairs for P1 and mappings between them.

G2 JM2

JKT2

dJKT 1
2

Laplace

Laplace

dJKT 3
2

dJKT 2
2

HTW FN

Fabri

Figure 2. The commutative diagram of the Fuchs–Garnier pairs for P2 and corresponding
mappings.

The rest of the paper is devoted to P2. Schematically, its content can be presented by the
graph shown in figure 2. The vertices and the edges of the graph are different Fuchs–Garnier
pairs for P2 and the mappings between them, respectively. The vertices abbreviated as JKT
with sub- and superscripts denote 3 × 3 matrix Fuchs–Garnier pairs that we have constructed.
The subscript {2} means the pair for P2, the prefix d, as above, says that the corresponding pair
is degenerate, and the superscripts {1, 2, 3} label different degenerate Fuchs–Garnier pairs.
The graph is commutative and all mappings are invertible. The edges without any name
correspond to the reduction transformation from the 3 × 3 to 2 × 2 matrix and the 2 × 2 matrix
to scalar Fuchs–Garnier pairs and their inverses. Our main result is the diagonal mapping
indicated by the red edge. It is obtained in two ways: as the composition of transformations
along the upper and lower roots connecting vertices JM2 and HTW. These compositions
coincide which proves the commutativity of our diagram.

This diagram is constructed in sections 3–5 and appendices appendix A and B.
In section 3, we recall the main subjects of our study—the 2 × 2 matrix Fuchs–Garnier

pairs for P2 due to Jimbo and Miwa (JM2-pair), Flaschka and Newell (FN-pair), and Harnad,
Tracy and Widom (HTW-pair). We also show that the Fabri transformation [2, 8], which
is natural to employ for the HTW-pair and is well known in asymptotic theory, maps the
HTW-pair to the FN-pair. This fact was earlier noted in [11]. Finally, we conclude this section
with a presentation of the main result of this paper, i.e., we give a direct invertible integral
transformation mapping the HTW-pair to the JM2-pair. Appendix A completes the general
overview of the 2 × 2 matrix pairs by showing a relation of the JM2-pair to the scalar Garnier
pair (G2-pair). Here we also consider one more Fuchs–Garnier pair for P2 in 2 × 2 matrices
obtained by Conte and Musette [1] (CM2-pair) and show how it can be mapped directly to the
JM2-pair without reference to the scalar G2-pair.

In section 4, we present two new 3×3 matrix secondary linearized Fuchs–Garnier pairs for
P2, one of which is nondegenerate, together with the corresponding integral transformation
between them and their reductions to the JM2- and HTW-pairs. Using these results we
construct a formal integral transform between the JM2- and HTW-pairs.

4

J, Kitaev and Treharne JPhysA 42 (2009) 055208



Water Waves
• Dubrovin, Grava and Klein J. Nonlin. Sci (2009) analysed 

critical behaviour of non-linear water waves under 
Hamiltonian perturbations

error proportional to �a with a = 1.94, a correlation coefficient r = 0.9995 and standard error
σa = 0.03. In the non-symmetric case, we find a = 1.98, r = 0.999996 and σa = 0.003.

Close to the critical time the semiclassical solution only provides a satisfactory descrip-
tion of the NLS solution for large values of |x − xc|. In the breakup region it fails to be
accurate since it develops a cusp at xc whereas the NLS solution stays smooth. This behavior
can be well seen in Fig. 8 for the symmetric initial data. The largest difference between the
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Figure 8: The blue line is the function u of the solution to the focusing NLS equation for
the initial data u(x, 0) = 2 sech x and � = 0.04 at the critical time, and the red line is
the corresponding semiclassical solution given by formulas (2.4). The green line gives the
multiscales solution via the tritronquée solution of the Painlevé I equation.

semiclassical and the NLS solution is always at the critical point. We find that the L∞ norm
of the difference scales roughly as �2/5 as suggested by the Main Conjecture. More precisely
we find a scaling proportional to �a with a = 0.38 and r = 0.999997 and σa = 4.2 ∗ 10−4.
For the non-symmetric initial data, we find a = 0.36, r = 0.9999 and σa = 0.002. The
corresponding plot for u can be seen in Fig. 9.

The function v for the same situation as in Fig. 8 is shown in Fig. 10. It can be seen that
the semiclassical solution is again a satisfactory description for |x − xc| large, but fails to
be accurate close to the breakup point. The phase for the non-symmetric initial data can be
seen in Fig. 11. In the following we will always study the scaling for the function u without
further notice.
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Tritronquée Solutions
• These are asymptotic to an algebraic expansion 

yf in sectors of width 4π /5 in ℂ.

Figure 5: Real part of the tritronquée solution in the sector r < 20 and |φ| < 4π/5− 0.05.

7.1 Initial data

We consider initial data where u(x, 0) has a single positive hump, and where v(x, 0) is
monotonously decreasing. For initial data of the form u(x, 0) = A2(x) and v(x, 0) = 0
where the function A(x) is analytic with a single positive hump with maximum value A0,
the semiclassical solution of NLS follows from (2.11) with f(u, v) given by

f(u, v) = 2�





− 1
2v+i

√
u�

iA0

dη ρ(η)

�
(η +

1

2
v)2 + u



 (7.1)

where

ρ(η) =
η

π

� x+(η)

x−(η)

dx�
A2(x) + η2

,

and where x±(η) are defined by A(x±(η)) = iη. The formula (7.1) follows from results by
S.Kamvissis, K.McLaughlin and P.Miller in [26].

From f(u, v) it is straightforward to recover the initial data from the equations

x = fu, fv = 0. (7.2)

Numerically we study the critical behavior of two classes of initial data, one symmetric with
respect to x which were used in [34], and initial data without symmetry with respect to x

23

Figure 6: Imaginary part of the tritronquée solution in the sector r < 20 and |φ| < 4π/5 −
0.05.

which are built from the initial data studied in [43]. For the former class the corresponding
exact solution of focusing NLS is known in terms of a determinant. Nonetheless we integrate
the NLS equation for these initial data numerically since this approach is not limited to
special cases, but can be used for general smooth Schwartzian initial data as in the latter
case.

7.1.1 Symmetric initial data

We consider the particular class of initial data data

u(x, t = 0) = A2
0sech2 x, v(x, t = 0) = −µ tanh x, µ ≥ 0. (7.3)

Introducing the quantity

M =

�
µ2

4
− A2

0,

we find that the semiclassical solution for these initial data follows from (2.11) with

f(u, v) =
µ

2
v − 1

4
(v − 2M)∆+ −

1

4
(v + 2M)∆− −

1

2
u log u

+
1

2
u log

�
(−1

2
v + M + ∆+)(−1

2
v −M + ∆−)

� (7.4)

24

From Dubrovin et al arXiv:0704.0501
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Dubrovin’s conjecture in                               | arg(x)| < 4π/5



In the Finite Plane
• While asymptotic behaviours of solutions are now 

well known, finite behaviours remain open.

• We started a study of Painlevé transcendents by 
starting with initial value problems at the origin.

• This approach provided us with the first proof that 
the real tritronquée solution has no poles on the 
positive real line, for

y�� = 6 y2 − x



Real Solutions
• Consider PI                      for y(x), x∈ℝ

Real Solutions of PI : y �� = 6y2 − x

� Π± = {(x , y)
�� x > 0, y = ±

�
x/6} are inflection curves.
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The Real Tritronquée
• Theorem:  ∃ unique solution Y(x) of PI 

which has asymptotic expansion

๏  Y(x) is real for real x
๏ Its interval of existence I contains ℝ
๏ Y(x) lies below Π-

๏ It is monotonically decaying in I.
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, in | arg(x)| ≤ 4π/5

From J.& Kitaev Studies in Appl Math (2001).
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Poles & Zeroes
• From the proof, we found

Y (0) = −0.18755430 . . . Y �(0) = −0.3049055 . . .

• Let xp be its first real pole, ζ be its first zero, 
define c by

y(x) =
1

(x− xp)2
+

xp

10
(x− xp)

2 +
1

6
(x− xp)

3 + c (x− xp)
4 + . . .

• Then
ζ = −0.49991255 . . . Y �(ζ) = −0.46886551 . . .

xp = −2.3841687 . . . c = −0.06213573
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• How does Y(x) behave in ℂ ?
• How can we describe solutions in finite plane?



Near ∞
• Consider (Duistermaat & J: arXiv 1010:5563) 

y’’=6y2+x in Boutroux’s coordinates

y(x) = x1/2 u(z), z =
4x5/4

5

⇒ ü = 6u2 + 1− u̇

z
+

4u

25 z2

⇒


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u̇1 = u2 −
2u1

5 z

u̇2 = 6u2
1 + 1− 3u2

5 z



The Space of Initial Values

Affine coordinates� �� �
[1 :

u011

u010
:
u012

u010
] ⇔

Homogeneous coordinates� �� �
[u010 : u011 : u012]

u010 = 0 ⇔ L0

• Okamoto showed how to compactify and 
regularizing the space of initial values (Japan J. Math 
5 (1979) ).

• To compactify, we first embed into the 
projective plane



The Projective Plane ℂℙ2



The Projective Plane ℂℙ2

First chart:
u̇021 = −u021u022 + 2(5z)−1u021

u̇022 = u021 + 6u−1
021 − u2

022 − (5z)−1u022

[u−1
1 : 1 : u−1

1 u2] = [u021 : 1 : u022]
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Blowing up at a base pt
Blowing up at a base point

Figure 4.2.1: Real blowing up: a Möbius strip

106 Copyright Springer-Verlag 2009. No distribution is allowed. Any violation will be prosecuted.

From JJ Duistermaat QRT Maps and Elliptic Surfaces, Springer Verlag, 2010.

From JJ Duistermaat, QRT Maps and Elliptic Surfaces, Springer Verlag, 2010



First Blow-up



First Blow-up
[1 : u111 : u112] = [1 : u031/u032 : u032]

u̇111 = −u111u
−1
112 + 2(5z)−1u111

u̇112 = 1− u111u
2
112 − 6u−1

111u
2
112 + (5z)−1u112

• Chart (1,1):



First Blow-up

• Chart (1,2): [1 : u121 : u122] = [1 : u031 : u032/u031]
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�
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�
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The Phase Plane



Main results

• The union of exceptional lines is a repellor 
for the flow.

• The limit set is non-empty, connected and 
compact subset of Okamoto’s space.

• ∃ unique solutions near equilibria of the 
flow. They are bounded sufficiently far from 
0.



Approaching Y



Discrete Integrable 
Systems

These are of three types:
๏ 
๏  
๏

The surprising properties of the Painlevé equations also 
extend to certain discrete (or difference) equations.

xn+1 + xn−1 = F
�
xn, n)

xn+1 xn−1 = F
�
xn, q

n)

xn+1 xn−1 = F
�
xn, θ(n)

�

where          is a theta function.θ(n)



Discrete Elliptic Equations

P
Q
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Addition formula for elliptic functions provide iterations.



Recurrence Relations
• Bäcklund transformations of the Painlevé 

equations give rise to discrete Painlevé equations. 
E.g., solutions wn(t) of PIV(n) corresponding to 

2wn wn+1 = −wn
� − w2

n − 2t wn + βn

2wn wn−1 = wn
� − w2

n − 2t wn + βn,

αn = − n
2 + c0 + c1(−1)n, βn = n− 2c0 +

2c1
3 (−1)n

transform with

eliminating w’n(t) gives the discrete PI :

wn (wn+1 + wn + wn−1) = βn − 2t wn



Geometric Origin of 
Discrete Painlevé Equations
• Sakai CMP 2001 classified all possible equations 

whose initial value space is regularized by a 9-
point blow-up of ℙ1 x ℙ1.

B.GRAMMATICOS, A.RAMANI

δ − PIV (xn+1 + xn)(xn + xn−1) =
(x2n − a2)(x2n − b2)
(xn − zn)2 − c2

,

q − PV (xn+1xn − 1)(xnxn−1 − 1) =
(xn − a)

(
xn − 1a

)
(xn − b)

(
xn − 1b

)

(
1− xnqnc

)(
1− xnqn

d

) ,

δ − PV

(xn + xn+1 − zn − zn+1)(xn + xn−1 − zn − zn−1)
(xn + xn+1)(xn + xn−1)

=

=
(xn − zn − a)(xn − zn + a)(xn − zn − b)(xn− zn + b)

(xn − c)(xn + c)(xn − d)(xn + d)
,

q − PVI
(xnxn+1 − qnqn+1)(xnxn−1 − qnqn−1)

(xnxn+1 − 1)(xnxn−1 − 1)
=
(xn − aqn)

(
xn −

qn
a
)
(xn − bqn)

(
xn −

qn
b

)

(xn − c)
(
xn − 1c

)
(xn − d)

(
xn − 1d

) ,

where zn = αn+ β, qn = q0λn and a, b, c, d are constants. We remark that both δ (difference) and q
equations figure in this list. The degeneration pattern for these equations is:

q-PVI −−−→ q-PV −−−→ q-PIII$
$

$

δ-PV −−−→ δ-PIV −−−→ δ-PII −−−→ δ-PI

Although this list is appealingly simple it is somewhat misleading since it deals with equations
the degrees of freedom of which have been artificially amputated. In fact, all the equations above
have richer, “asymmetric”, forms. On the other hand, one cannot just straightforwardly transpose the
degeneration pattern above to the case of asymmetric d–P’s. Thus, we resort to the only sure guide,
namely the affine Weyl groups and the equations related to them.

Ee8$

Eq8 −−−→ E
q
7 −−−→ Eq6 −−−→ D

q
5 −−−→ D

q
4 −−−→ (A2 + A1)

q

!

−−−→ (A1 + A1)q

!

−−−→ Aq1$
$

$
$

$

Eδ8 −−−→ Eδ7 −−−→ Eδ6 −−−→ Dc4 −−−→ Ac3
"
"

"#

−−−→

!

(2A1)
c

"
"

"#

−−−→

!

Ac1

Ac2 $ Ac1

In this diagram, we assign to a Weyl group an upper index e if its supports a discrete equation
involving elliptic functions, an upper index q if the equation is of q-type, an upper index δ if it is
a difference equation not explicitly related to a continuous equation, and an upper index c if it is a
difference equation which is explicitly the contiguity relation of one of the (continuous) transcendental
Painlevé equations, namely PVI for D4, PV for A3, PIV for A2, (full) PIII for 2A1 (which means
the direct product of twice A1 in a self-dual way), PII for the A1 on the last line and finally the
one-parameter PIII for the A1 on the line above last. Neither PI nor the zero-parameter PIII appear
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Very little is known about their transcendental solutions.



Summary

• The solutions of the Painlevé equations are 
non-linear special functions of fundamental 
importance in modern science.

• Very little is known about the 
transcendental solutions in finite regions. 
Major conjectures remain open.

• Even less is known about the solutions of 
discrete Painlevé equations.


