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Abstract

In his recent novel, State of Fear (HarperCollins, 2004), Michael Crichton ques-
tioned the connection between global warming and increasing atmospheric
carbon dioxide by pointing out that for 1940-1970, temperatures were de-
creasing while atmospheric carbon dioxide was increasing. A reason for this
contradiction was given at Interface 2003 [12] where the temperature time
series was well modelled by a 64.9 year cycle superposed on an accelerating
baseline. For 1940-1970, the cycle decreased more rapidly than the baseline
increased. My analysis suggests that we are soon to enter another cyclic de-
cline, but the temperature hiatus this time will be less dramatic because the
baseline has accelerated. This paper demonstrates the connections between
fossil fuel emissions, atmospheric carbon dioxide concentrations, and global
temperatures by presenting coupled mathematical models for their measured
time series.

1 Introduction

Michael Crichton’s 2004 novel State of Fear [1] includes scores of time series plots
of surface temperatures in various parts of the world. The discussions between
his characters about the significance of these plots to global warming have spilled
over to the real world, inviting both praise [4, 17] and scorn [15]. In this paper,
I will concentrate on one particular technical question raised early in the story.
This question was introduced [1, pages 86-87] by two lawyers discussing a pending
lawsuit. One of them is explaining to the other why it will be difficult to prove
that increasing atmospheric carbon dioxide causes global warming. She presents
her colleague with the plots reproduced in Figure 1 and asks: “So, if rising carbon
dioxide is the cause of rising temperatures, why didn’t it cause temperatures to rise
from 1940 to 197097 There are several flaws in the plots in Figure 1, and I will
correct them in the following, but the question persists even after they are corrected,
so [ will then answer that question, and in the process, develop mathematical models
of the data that suggest that global warming is accelerating. I will also present
evidence coupling that warming to global fossil fuel CO5 emissions.
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Figure 1: Michael Crichton’s plot (on page 86) of global temperatures and atmo-
spheric COs concentrations since 1880. Note that Crichton did not label the right
hand axis which gives the atmospheric concentrations of CO5 measured in parts per
million by volume [ppmv]. The curve labelled “5-Year Mean” actually gives 11-year
running means of the “Annual Mean” temperature anomalies.

2 Retrieving Crichton’s “Data”

The plots in Figure 1 are the best representations of the ones in the book that I was
able to produce by using the Unix utility ghostview ! to manually digitize the curves
labelled “Annual Mean” and “CQOs Levels.” This exercise was necessary because
Crichton’s documentation does not really identify the tabular data used to generate
the two curves. A footnote on page 84 informs the reader that

All graphs are generated using tabular data from the following standard
data sets: GISS (Columbia), CRU (East Anglia), GHCN and USHCN
(Oak Ridge). See Appendix II for a full discussion.

Appendix IT [1, pages 581-582], which has the subtitle “Sources of Data for Graphs,”
informs the reader that:

World temperature data has been taken from the Goddard Institute for
Space Studies, Columbia University, New York (GISS); the Jones, et
al. data set from the Climate Research Unit, University of East Anglia,

1Certain commercial equipment, instruments, or materials are identified in this paper to foster
understanding. Such identification does not imply recommendation or endorsement by the Na-
tional Institute of Standards and Technology, nor does it imply that the materials or equipment
identified are necessarily the best available for the purpose.
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Norwich, UK (CRU); and the Global Historical Climatology Network
(GHCN) maintained by the National Climatic Data Center (NCDC)
and the Carbon Dioxide Information and Analysis Center (CDIAC) of
Oak Ridge National Laboratory, Oak Ridge, Tennessee.

It then gives the Web addresses

1. http://www.giss.nasa.gov/data/update/gistemp /station_data/

2. http://cdiac.esd.ornl.gov/ghen/ghen.html, and

3. hitp://www.ncde.noaa.gov/oa/ climate /research/ushen/ushen. html,
which lead to

1. a GISS web page from which one can retrieve surface temperatures

time series from individual weather stations around the world,

2. an obsolete (no longer extant) page at the CDIAC web site, and

3. the homepage for the United States Historical Climatology Network (USHCN).
None of these pages gives the tabular data used to make the plots. The tempera-

ture time series will be considered in Section 6, but I will first develop a properly
documented substitute for the curve labelled “CO5 Levels.”

3 The “CO; Levels” Curve

It is clear from the context that Crichton meant for the curve to represent the atmo-
spheric concentration of COs. He should have labelled the right hand vertical axis
with something like “Atm. COz Conc. [ppmv],” where [ppmv] is the abbreviation
for “parts per million by volume.” Nowhere in the book did he identify the source
for the plotted data. He did not even mention it in Appendix II.

Figure 2 gives a plot of the data that were probably used to construct the
curve. The small solid circles (for 1959-2004) are the annual average values of the
atmospheric COy concentration measured by C. D. Keeling and his colleagues [7] at
the Mauna Loa observatory in Hawaii. The site was chosen to give measurements
that well represent globally integrated values. Several very precise measurements are
made each day, so the yearly averages are highly accurate. In fact, the uncertainty
intervals for the plotted averages are probably smaller than the size of the dots used
to plot them.

The open squares and open diamonds are proxy measurements obtained from
air bubbles trapped in the ice at two sites in Antarctica [2, 9]. They were obtained
by drilling ice cores, sawing them into layers which could be dated by depth, and
extracting the air from bubbles trapped in them. This trapped air was then assayed
for CO2 concentration. This method is not nearly so accurate as Keeling’s direct
measurements. The estimated accuracy in dating a layer was +2 years. And, until
the ice is sealed by compaction, the air bubbles can migrate to adjacent layers,
and new air can diffuse down from the surface. So, it is necessary to correct the
age of the air in each layer with a correction that depends on its depth in the ice.
Thus, there is far more scatter in the ice core measurements than in the atmospheric
measurements.

Crichton’s curve tracks the data in Figure 2 fairly well, but not as well as the
solid curve which was obtained by fitting a mathematical model to the Mauna
Loa measurements. That model depends in turn on the record of fossil fuel CO2
emissions to the atmosphere.
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Figure 2: Comparison of Crichton’s “COq Levels” curve with observed data. The
plotted data can be found at:
Law Dome http://cdiac.ornl.gov/ftp /trends/co2/lawdome.combined. dat
Siple Sta. http://cdiac.ornl.gov/ftp/trends/co2/siple2.013
Mauna Loa http://cdiac.ornl.gov/ftp/trends/co2/maunaloa.co2

The dashed curve is Crichton’s curve from Figure 1 and the solid curve is a fit of
the model (6) to the Mauna Loa measurements.

4 Fossil Fuel CO; Emissions

Figure 3 gives a plot of the last 147 years of the time series record of fossil fuel CO9
emissions compiled by Marland and his colleagues [8] at the CDIAC. For all of the
mathematical models and fits in the following, I will choose

t=0 atepoch 1856.0 , (1)

and label the time axes of the plots accordingly. Let P(t) be the annual global total
emissions in year ¢, plotted at the midpoint of each year. It was previously shown
[11, 12] that P(t) is well modelled by

P(t) = Pye™ — Aje™ sin [277T (t+ ¢1)] ) (2)

where Py, o, Ay, 7, and ¢; are free parameters estimated by least squares fitting.
Three more years of data (2000-2002) have since been added, but the model still
fits quite well. The updated parameter estimates and their standard uncertainties
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Figure 3: The discrete circles are estimated annual global totals of fossil fuel CO»
emissions measured in millions of metric tons of carbon [Mt C]. (These data can be
found at http://cdiac.ornl.gov/ftp/ndp030/global. 1751_2002.ems.) The solid curve
is the nonlinear least squares fit of the model (2), and the dot-dashed curve is
the exponential baseline obtained in that fit. The discrete diamonds are Keeling’s
Mauna Loa measurements of the atmospheric CO5 concentration. The dashed curve
is the fit of the model (6) to Keeling’s data.

are

Py=1327+44 [Mt/yr C], A, =251+1.1 [Mt/yr (],
& = 0.02824 4 .00029 [yr~'], 7=647+1.4 [y1], (3)
¢ =—6.142.4 [yr],

and the model explains 99.76 % of the variance in the record.

The model is a sum of an exponential baseline, plotted as a dashed curve, and an
~ 65 year sinusoidal oscillation whose amplitude grows with the same exponential
rate as the baseline. Biological processes are often exponential, so the baseline is
not surprising, but the oscillation is remarkable. Its magnitude exceeds that of the
largest manmade perturbations like the Great Depression, World War II, the OPEC
oil embargo, and the 1980s “energy crisis,” all of which are clearly visible in the
data. Note that the oscillating term is preceded by a minus sign. We shall see, in
Section 7, that an oscillation with the same period and phase shift occurs in the
global temperature record, but there it is preceded by positive sign. This suggests
a negative temperature feedback in fossil fuel production.

It will be convenient in the following to introduce the angular frequency

,  w=0.0971 [rad/yr], (4)
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which allows the model (2) to be written

P(t) = Pye® — Aje™ sin [w(t + ¢1)] - (5)

5 A Model for Atmospheric CO,

The solid curve in Figure 2 and the dashed curve in Figure 3 are two different
plots of the same three parameter, linear least squares fit to Keeling’s Mauna Loa
measurements. For any given ¢, the fitted model can be written

c(t) = co + 7/0 P(thdt + §S(t) , (6)

where ¢p, v, and § are the free parameters, P(t') is defined by Equation (2) or
(5), using the estimates (3), and S(t) is a linear ramp function which models the
perturbation, clearly visible in the data, caused by the Mount Pinatubo eruption
in June 1991. More precisely,

0, t < tp
Sit)y=4 2t—tp), tp < t < (tp+2) (7)
1, (tp+2) <t
where
tp = 1991.54 — 1856.0 = 135.54 . (8)

The parameter ¢y represents the atmospheric CO2 concentration at epoch 1856.0.
The integral, for any time ¢, represents the cumulative emissions from 1856.0 until
(1856.0+t), and the parameter v gives the fraction of those emissions which remains
in the atmosphere. The function S(t) represents a linear increase of one unit spread
over two years following the initial eruption, so the parameter § represents the
amplitude of the perturbation. The S(t) term is preceded by a positive sign in
the model, but the estimate § turned out to be negative, so the volcano caused a
small reduction in atmospheric CO2. The reason, according to Gu, et. al. [3] was
enhanced terrestrial photosynthesis caused by an aerosol-induced increase in diffuse
radiation.
Using the parameter estimates (3) and (4) in Equation (5) gives

/0 t Pt = /0 t {Poedt/ — A1e% sin [w(t' + J)l)} } dt’ 9)

= Qo+ Rae® = Aoe®sin [a(t + )| (10)
where
Q2= {Amm Sh ) pelod) %] — 4930 [M¢t O],
Ry = Lo — 4700 Mt €],
(11)

oo=1 —1 [asin(@é1)—@ cos(@éy)
¢2 = 5 tan [dCOS(@¢ )+ws1n(w¢1):| —19.3 [yr] )
Ay= 1 — 248 Mt ] .

Vaz ot
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The model (6) can thus be written
ct) = co + v {Q2 + Roe® — Aye™ sin [a(w (232)}} +650), (12

with only cg, v, and § unknown. To fit this to Keeling’s data, we must change the
units in (11) from [Mt C] to [ppmv]. The conversion factor given by Watts [16] is

1 [ppmv] = 2130 Mt C] , (13)

SO
Qs = —2.32 [ppmv] , Ry =221 [ppmv] , Ay =0.116 [ppmv] . (14)

Using these values to fit Equation (12) to the Mauna Loa data yields the estimates
¢o =294.10 + .19 [ppmv] , 4 = 0.5926 £ .0026 , 6= —2.05=+ .20 [ppmv] , (15)

and the solid curve in Figure 2. The fit, which explains 99.97 % of the variance
in the record, is better than it looks in that figure which is cluttered with other
information. Cleaner plots are given in Figures 3 and 5. If the ice core proxy data
are included in the fit, the resulting curve is not much changed, but the residuals
for 1959-2003 are noticeably degraded. So it seems better to back-extrapolate the
very good fit to the very good data than to use the degraded fit to the combined
data set.

6 Crichton’s Temperature Anomaly Data

The term temperature anomaly can be defined by the equation
Temp. “anomaly” | _ | Average Temp. | Average Temp. for (16)
for year t; B in year t; some reference period | °

The quantity of interest in global warming studies is temperature change, so it does
not matter where the zero point is chosen. Absolute temperatures can be recovered
from the anomalies by adding the reference temperature. Two anomaly records
using different reference temperatures can be brought into concordance by shifting
one of them to make its average value agree with that of the other.

The note “Source: giss.nasa.gov” at the lower left of Crichton’s plot (Figure 1)
suggests that he obtained his data from the Goddard Institute for Space Studies
(GISS) web-site. Goddard maintains two records of global annual average temper-
ature anomalies which can be found at

http://data.giss.nasa.gov/gistemp /tabledata/GLB. Ts.tat |, and

http://data.giss.nasa.gov/gistemp /tabledata/GLB. Ts+dSST.txt .

The first is based on the data from meteorological stations, and the second on land
plus ocean temperatures. Neither matches Crichton’s plot. The GISS land 4 ocean
anomalies are plotted together with Crichton’s curve in Figure 4 which also includes
a plot of the global annual average anomalies maintained by the University of East
Anglia’s Climatic Research Unit (CRU) at

hitp://www.cru.uea. ac.uk/cru/data/temperature/ .

The GISS and CRU anomalies are consistent with one another, but the Crichton
values differ significantly from them. In the midrange 1910-1980, all three records
vary in concert, but the Crichton values display more pronounced extremes than
the other two records. This suggests that less averaging was used in computing
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Figure 4: The jagged curve is Cricton’s record from Figure 1. The diamonds are
the GISS land + ocean anomalies adjusted to have the same average value as the
Crichton record. The squares are the similarly adjusted CRU global averages.

them. In the beginning range 1880-1910, the Crichton values are significantly lower
than the other two records, and in the end range 1980-2003, they are significantly
higher. Thus, the Crichton record indicates a greater total warming over the range
1880-2003 than do the GISS and CRU records. Similar results are obtained by
comparing the Crichton record with the GISS meteorological station record and
with the USHCN record. Since it is not clear how or where he got his data, I have
used the CRU record to make a reconstruction of Figure 1 which is given here in
Figure 5. This reconstruction does not obviate the question of why temperatures
fell during the period 1940-1970, but it does show a similar cooling during the years
1880-1910. This cooling is clearly visible also in both the CRU and GISS plots in
Figure 4 but not in Crichton’s record.

7 The 65 Year Cycle in Global Temperatures

The answer to Crichton’s question is that global temperatures oscillate around an
increasing baseline with a period of ~ 65 years. This oscillation, and its obscuration
of the global warming signal, was first described by Schlesinger and Ramankutty
[14] who also suggested that it “arises from predictable internal variability of the
ocean-atmosphere system.” It is clearly visible in the 11-year running mean curve
plotted in Figure 5. Figure 6 gives plots of 4 different linear least squares fits to the
CRU global average temperature anomalies. For each fit, the model had the form

T(t) = (increasing baseline) + (64.7 year cycle) . (17)



Carbon Dioxide, Global Warming 9

Gl. Av. Temp. Anomalies and Atm. CO, Conc.

1.0 1380
. Measured Atm. CO, Conc. ! 1370
ey 4y P(t)dt + 8S(1) s
0.8¢r —  CRU Ann. Mean Temp. Anomaly & |
11—year Mean Temp. Anomaly .‘.f 560
© 350
0.6
340
>
— [}
g 0.4} 330 o
o
p 320 O
<C =)
0.2 310 ©
o
— —
> 300 ©
= 3
o 0.0 290 <
(. [—
[}
o 280
£ -0.2
it 270
~0.4r 260
250
-0.6 240

1860 1880 1900 1920 1940 1960 1980 2000
(1856.0 + t) [yr]

Figure 5: Improved and corrected versions of Crichton’s plots in Figure 1. The
construction of the CO5 concentration curve is described in Section 5. The tem-
perature curve is the CRU time series which was chosen because it is the longest
record available and because it was used in previous studies that will be cited here.
The reference period used in defining the temperature anomalies was 1961-1990.

More precisely, the four models were

() = Ty + nt + Agsin |t + )] | (18)
T@) = Ty + nt? + Assin i@(t+¢31)i : (19)
T() = Ty + yexp <3§t) + Aysin (0 +61)] . (20)
T(t) = To +nle(t) = co]’® + Agsin[o(t+ )] . (21)

where Ty, n, and As are the free parameters. The frequency w, given by Equation
(4), is the same as that of the oscillation in the fossil fuel emissions model (5)
which, by (3), corresponds to a period 7 = 64.7 [yr]. The phase shift ¢; is also
the same as the one given in (3) for the emissions model. But here the oscillating
term is preceded by a plus sign, so maxima in the temperature cycle correspond to
minima in the emissions cycle, and vice versa. This inverse correlation between the
variations in the two time series was first pointed out in 1982 by Rust and Kirk [13]
who noted that those variations “appear to follow a quasicycle.” They attributed
the inverse correlation to a temperature dependent modulation of the exponential



10 B. W. Rust

Ann. Global Av. Temp. Anomalies (1856—2004%)

nt + Assin[w(t+e,)]
7 t? + Assinlw(t+e,)]
ned /% Alsin[w(t+e,)]
23 381 1
nhAc + Assin[w(t+e,)]

(@]
a1
-
o

+ 4+ + +

1860 1880 1900 1920 1940 1960 1980 2000
(1856.0 + t) [yr]

Figure 6: The open circles are the CRU global average temperature anomalies. The
4 curves are three-parameter, linear least squares fits of the four models (18) - (21).

The Ac?/3 in the last line of the legend is an abbreviation for [¢(t) — éo]*/®.

growth rate in fossil fuel production and modelled it with the simple ODE

%z(a—ﬁ%)P, P0) = Py (22)

with free parameters «, Py, and 8. The o and P, are analogous to their counterparts
in (2), and [ expresses the strength of the modulation. Using the crude temperature
record available at the time, they got a good fit to the emissions time series.

8 The Accelerating Baseline

The parameter estimates and some residual diagnostics produced by the four fits
are given in Table 1. It is clear from the diagnostics, and from the curves plotted
in Figure 6, that the linear baseline model (18) does not fit the data nearly so
well as the other three. The inadequacy of a linear baseline has previously been
demonstrated in [10, 11, 12]. The residuals for the fit, plotted in Figure 7, display
a pronounced concave upward pattern not shared by those of the other models.
Clearly, the data demand an accelerating baseline.

The quadratic baseline in (19) produces warming with a constant acceleration
27) = 6.58 x 10~° [°C/yr?]. Tt was shown in [10, 12] that adding a linear term to the
quadratic model does not produce a statistically significant reduction in the SSR.
For the updated temperatures used here, including a linear term gives SSR = 1.2697.
The standard F-test shows that this is not a statistically significant improvement
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Table 1: Parameter estimates and residual diagnostics for the models (18) - (21).
The uncertainties in the estimates are the estimated standard deviations. The
value SSR is the sum of squared residuals for the fit, and R? is the coefficient of
determination, so 100R? gives the percentage of the total variance that is explained
by the model.

Param. Ty +nt Ty + nt? Ty + ned3at/> Ty + n(Ac)?/?
baseline baseline baseline baseline

Tg —0.510 £+ .019 —0.390 £ .012 —0.460 4 .013 —0.400 £ .012

i (4.87+.22) x 1073 (3.294+.12) x 10~°>  0.0690 & .0024  (2.490 4 .087) x 10~*

/13 0.112 4+ .014 0.100 £ .011 0.093 £ .011 0.095 £ .011

SSR 1.8965 1.2891 1.2604 1.2630

100R2 77.91 % 84.99 % 85.32 % 85.29 %

over SSR = 1.2891. Thus the data since 1856.0 demand a monotonically increasing
baseline.

The rate constant chosen for the exponential baseline in (20) was 3&/5 =
0.01694 [yr—!] where & is the fossil fuel rate constant given by Equation (3). It
produces a monotonically increasing, accelerated warming, but it does not establish
a strong connection between the warming and the fossil fuel emissions. A wide
range of other choices would work just as well. If the rate constant is allowed to be
a free parameter also, i.e., if

T(t) = To + nexp(a’t) + Assin {c&(t—&-q@l)} , (23)

then the resulting estimates 7 = 0.071 4 .024 and &’ = 0.0168 & .0022 have a
correlation coefficient p(n, ') = —0.995. This strong inverse correlation indicates
that the data cannot uniquely determine both parameters and that many combi-
nations of the two would give approximately the same fit. Similar results would
be obtained by fixing o’ at any of the values in the standard uncertainty interval
0.0146 < o/ < 0.0190]. Thus, although the data demand an accelerating baseline,
they are not yet extensive enough to precisely determine the rate of acceleration.

The most interesting of the four models is (21) because its baseline is based on a
power law relation between changes in temperature and changes in the atmospheric
CO5 concentration. If one assumes a baseline variation law of the form

1)~ To] = 0 [e(t) o]’ (24)

with a new free parameter v, then adding the 65 year cycle to the model gives
T() = To + n [6() — &0l + Agsin[o(t + )] | (25)
where ¢é(t) is calculated by substituting the estimates in Equation (15) into the

model defined by Equation (12). Fitting this model gives a curve which is almost
identical to the one obtained by fitting (21), i.e., the one plotted as a solid curve
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Figure 7: The residuals (data - model) for the fits of models (18) and (21). The
residuals for models (19) and (20), which were very similar to those for (21), were
not plotted in order to reduce clutter.

in Figure 6. But the estimates 7 = (3.2 & 2.5) x 107* and ¥ = 0.645 & .063
have a correlation coefficient p(n, v) = —0.9989, so the data cannot support unique
estimates of both parameters. Therefore, I chose to fix the value v = 2/3 because it

is a simple rational number close to the middle of the standard uncertainty interval
0.582 < v < 0.708.

The power law model does not fit the data significantly better than the quadratic
or exponential baseline models, but it relates the warming directly to the fossil fuel
emissions through the 3 equations:

P = Rt = etsin | Zir )| (26)

ct) = co + / tP(t’)dt’ + 08(t), (27)
0

T(t) = To + 7 lelt) —co)® + Assin {2;@4—@)} . (28)

And the perfect negative correlation betwen the oscillations in the first and last
of these suggests the possibility of expressing P(¢) in terms of T'(¢) in a feedback
model, perhaps similar to Equation (22), in which the increasing temperatures limit
the fossil fuel emissions.
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Figure 8: Extrapolated fossil fuel emissions and the resulting atmospheric COq
concentrations

9 Extrapolating into the Future

If the rising temperatures do not limit fossil fuel emission rates, then they will even-
tually be limited by the exhaustion of the world’s fossil fuel reserves. Although the
model (2) fits the data quite well thus far, that sort of exponential behaviour can-
not be continued indefinitely. Using the esimates in Equation (3) to extrapolate to
epoch 2100.0 yields a fossil fuel emissions rate of ~ 140,000 [Mt/yr C] which is & 20
times greater than the present rate. This seems rather implausible, but coal reserves
are quite large and new technologies for burning coal cleanly are being developed
quite rapidly, so it might be possible to continue the present behaviour for another
half cycle of the sinusoidal oscillation. The next maximum of the temperature cycle
will occur in September 2007. The next minimum will then occur in March 2040.
Figure 8 shows the extrapolations given by equations (2) and (6). If such emission
rates are sustainable, then the corresponding temperature extrapolations are given
in Figure 9. Only the constant acceleration, quadratic baseline model produces a
noticeable hiatus in the rising temperature.
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Ann. Global Av. Temp. Anomalies (1856—2004%)

—————— To + nt?
o Tg : Zesm/s

I A2/3+ Assinfw(t+d;)
o * 7MAc

+ Azsin[w(t+,)

+ Ajsimﬁw(tﬂm)i

1860 1880 1900 1920 1940 1960 1980 2000 2020 2040
(1856.0 + t) [yr]

Figure 9: Extrapolations of the temperature models (19), (20), and (21). The
vertical line in the year 2007 marks the beginning of the next cooling segment of
the 65 year cycle.
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