AMSC 660 Homework 5

What to turn in: Turn in a printed copy of well documented matlab code for any of the code you are to write as well as any
written work and analysis. Please staple all work, and attach this sheet as a coverpage. Have fun!

Suppose we have a second order non-linear differential equation, with periodic forcing (see eq (1)). We want to find
the initial conditions on z(0) and z(0) that will yeild periodic solutions. This is important in engineering, when one
has a model and needs to know initial conditions to start their system with. This is a difficult problem, in many cases
with no analytical solution. However, under certain assumptions of the non-linear ode, this can be solved numerically
using what we will refer to as the homotopy method.

Consider the (possibly nonlinear) differential equation
B(t) + Ci(t) + g(t,x) = e(t), 1)

where C' is a constant; g is continuous, continuously differentiable with respect to x, and is periodic of period P in
the variable t; e(t) is continuous and periodic of period P.

Problem 1 [5pts] Convert eq. (1) into a system of first order ordinary differential equations. Use the following
initial conditions and functions to solve the corresponding IVP using matlab’s ode45 routine for t=[0,P].

{ # — & 4 2z + sin(z//2) = V21 + 2sin(t) + cos(cos(r/4 — 1)), 2)
z(0) =1, z(0) = 0.

We are interested in determining initial conditions that guarantee the solution of this equation to also be periodic
of period P. To do this, write the solution to the initial value problem corresponding to (1) with initial conditions
(z(0),#(0)) = (a, B) as z = z(t,v) where v = (a, )T, then define

f(v) = (x(P,v),&(P,v))"

and set
Fw)=v— f(v).

Problem 2 [5 pts] Show that the desired initial conditions for a periodic solution form a fixed point for f and a
zero point for F.

The continuous dependence on initial conditions theorem in [4] shows that the evaluation of our initial value problem
is a continuous function of the initial conditions. Thus, both f and F are C! differentiable functions with respect to
v. Li and Shen [7] show that under the following conditions, F' is a homeomorphism from IR? to IR?. This guarantees
F has a unique zero point and thus we can solve for (z(0),%(0)) = (a, 8).

Li and Shen [7] show if there exist two continuous functions a(t) and b(t) and a positive integer n so that

n? < alt) < 22 (t,2) <b(1) < (n +1)? 3)
for all values of ¢ > 0, so that n? < a(t), and b(t) < (n +1)? on a subset of positive Lebesgue measure of the interval
[0, P], then they show that there exist unique initial values z(0) = a* and #(0) = 8* so that the solution to this
initial value problem is periodic of period P and is unique with this property. (The continuity assumption on a and b
can be weakened to continuity almost everywhere.) As we will see later, weakening these conditions to the following
allows us to have only a local homeomorphism, thus possibly yeilding multiple solutions in IR?.



The weaker condition is that the matrix

—%(P) —%(P)
5 5 (4)
—%(P) 1- %(P)

be non-singular in order for F'(v) to be a local homeomorphism, and hence for a homotopic path to exist from a
given initial condition to the initial condition that yields a periodic solution.

There is a constructive proof of this result. That is, starting at any initial conditions z(0) = ap and %(0) = By, we
can produce a path «y of initial values starting at («, 8) in the phase plane and terminating at (a*, 8*), and we can
produce a homotopy that continuously deforms the starting solution to the unique periodic solution. This is done
by forming the homotopy

[(v,6) = F(v) — (1 = 6)F(vo), (5)
and solving the equation
I(v,0)=0 (6)

for all § between 0 and 1. This way, when § = 0, v = vp, and I'(v,0) = 0, and when § =1, I'(v,1) = F(v) = 0. Thus,
by starting at some point vo € IR?, and § = 0, we construct a path of v,’s that satisfy T'(vn, 6,) = 0, and we reach
our desired point v* when 6, = 1.

Your goal will be to follow the path I'(v, §) = 0 for an increasing sequence of §,, starting at 0 and ending at 1. Li and

dF
Shen [7] show that 6 exists for all § € [0, 1] as long as ||%(U)_1|| < M < oo. Which in our examples will be true.

The predictor corrector method to follow I'(v, §) = 0 is illustrated in figure 1.
(a07ﬂ070) (a*,ﬂ*,l)

(ks Br, Or)

Tangent line at (g, Ok, 0k ), from Euler approximation
(Gk, Br, k)
Newton Correction Steps

Qk+1, Brt1, 0k)

Figure 1: Path of I'(v,0) =0

In order to construct this method, we re-parameterize I'(v, §) with respect to arc length, and turn equation (6) into
the solution of an initial value problem by differentiating with respect to arclength.

{ dT'(a(s), B(s),d(s))/ds = 0, -
a(0) = a9, B(0) =po, d(0)=0.



where we have the additional arc length constraint

I (e (s), B (s),6"(s)) I = 1. ®)

Define for each 6, y(§) = v(§), where v(d) is the corresponding value of the solution to (7), and thus satisfies equation
(6), then v defines a path with v(0) = v and v(1) = v* = (a*,8*)T. () provides a continuous deformation of
z(t,vo) to z(t,v*) by considering z(t,v(d)) as d ranges from 0 to 1.

Problem 3 [5 pts]. Construct a matlab homotopy evaluation function that returns I'(v,d) at a given v, 4.

Problem 4 [5 pts] Re-write equation (7) in matrix form (9).

2%%H%0X=0

Oé(O) = Qo, B(O) = /803 6(0) =0.
Where X = (/(s),8'(s),8'(s))”. Hint: The arclength of T'(v,) = 0 depends on a, 3, and 6., use chain rule.

) and the vector (a/(s), 8" (s),8'(s))T
v

when passed a value for v and §. Hint: When computing partial derivatives of x and & with respect to a and 8 use
a second order forward difference scheme. Also, you should store F'(vg) so that you don’t have to compute it each
time. Precaution: Be sure to evaluate you partial derivatives at time t = P when evaluating the partial derivatives.

Problem 5 [5 pts] Construct a matlab function that returns the matrix

Problem 6 [5 pts] Write a matlab function that receives (a,,d) and returns a true/false flag and the vector
Vnew = (Qnew, Brew, 9), that satisfies T'(@new, Bnew;d) = 0. Use Newton’s method to solve this iteratively. You will
need to set a value HOME_EPSILON so that if T'(apew, Bnew,d) < HOME_EPSILON then we will say you are on
the path. When solving for v,e,, if ' is not getting closer to zero, then return a false flag, and the current values
for a and S, this implies that Euler’s method made too big of a step in § and the step size should be reduced and
the prediction should be re-computed with a new value for 4.

Problem 7 [5 pts] Using the above routines, write a matlab function that implements the homotopy method
as an adaptive predictor corrector method to solve for periodic solutions for the following ODE’s. Try to obtain
1078 accuracy in your results by adjusting the value of HOME_EPSILON, the accuracy of ode45, and the distance
e=1[6—-1].

. .Z'3 _ 1
&+ -5 = 3cos(3/5), (10)
z(0)=a, #(0)=p
{ & — & 4 2z + sin(z/v/2) = V21 + 2sin(t) + cos(cos(m/4 — 1)), (11)
z(0)=0a,  &(0)=4.

Problem 8 [5 pts] Plot z(t) vs. z(t) for t=[0,P] and evaluate z(0) — z(P) and 4(0) — &(P) for each of the above
solutions.
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