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ABSTRACT 

This thesis is primarily concerned with a test of the expansion 

hyoothesis based on the relation At . = (1 + V /c)At. where At. .is 
oos r int int 

the time lapse characterizing some phenomenon in a distant galaxy, At . 

is the observed time lapse and V is the symbolic velocity of recession. 

If the red shift is a 3oppler effect, the observed time lapse should 

be lengthened by the same factor as the wave length of the light. Many 

authors have suggested type I supernovae for such & test because of th»ir 

great luminosity and the uniformity of their light curves, but apparently 

the test has heretofore never actually been performed. Thirty-six light 

curves were gathered from the literature and one (SN197H) was measured. 

All of the light curves were reduced to a common (m ) photometric system. 

The comparison time lapse, At , was taken to be the time required for the 

brightness to fall from (7.3 below peak to 2.5 below peak. The straight 

line regression of At on V gives a correlation coefficient significant 

at the 93^ level, and ,he simple static Euclidean hypothesis is rejected 

at that level. The regression line also deviates from the prediction 

of the classical expansion hypothesis. Better agreement was obtained 

using the chroncgeometric theory of I. E. Segal (1972 Astron. and 

Astrophys. 13, 1U3), but the scatter in the present data makes it 

impossible to distinguish between these alternate hypotheses at the 9% 

confidence level. The question of how many additional light curves would 

be needed to give definitive tests is addressed. It is shown that at the 

present rate of supernova discoveries, only a few more years would be 

required to obtain the necessary d*ta if light curves are systematically 

measured for the more distant supernovae. 
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Peak absolute magnitudes M were calculated and a plot of M against 
o o 

At gave two well separated bands with a high degree of correlation 

(significant at the 99-T£ level) within each band. These bands almost 

surely represent two distinct populations of Type I supernovas, each 

having a characteristic linear relation between the rate of decline in 

brightness, At , and the maxima luminosity M . The slopes of these 

relations are not sensitive to errors in estimating the M so if an 

independent method is used to recalibrate the zero points, then they can 

be used for estimating extragalactic distances by a method analagous to 

the use of Cepheid variable period-luminosity relations. Also they can 

be combined with the corresponding relations between log (V ) and peak 

apparent magnitude m to obtain a new method for estimating the Hubble 

constant H, assuming that the velocity distance law is truly linear. 

Supernovae are ideal candidates for testing the linearity of that relation 

because they are point sources ani hence do not require aperture cor­

rections. The regression of m on log (V ) for the present sample gave a 

slope intermediate between the predictions of a linear and a quadratic 

relation. Both of those predictions are rejected at the 9>S level, but 

the present sample is dominated by relatively nearby galaxies. The M -

At relations were recalibrated using six supernovae in the Virgo cluster 

together with de Vaucouleurs• flAU Symposium No. Uh (1972) j5>3-j566] best 

estimate of its distance modulus. These relations were used to construct 

a velocity-distance plot for the supernovae with distances less than }0 M 

The resulting plot gave extremely good agreement with the quadratic 

relation found by de Vaucouleurs for nearby groups and clusters. Combining 
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the recalibrated M - At relations with the best fitting liner locity 
o c * 

distance relations for the entire sample gave H = 32/ka/sec/M for the 

Hubble constant. 
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CHAPTER 1 
nmaxjcnai 

The ala of this thesis is tc put the expanding universe hypothesis 

to an observational test. The test, which is based on supernova light 

curves, has been suggested aany times, but, tc the author's knowledge, 

has never actually been applied. 

Few of the hypotheses of aodern science enjoy an acceptance so 

universal as that of the expanding universe. The evidence supporting 

this hypothesis is compelling but It is all of one kind - namely, 

aeasureaents of the red shifts of lines in the spectra of distant 

galaxies. These aeasureaents and their interpretation as Doppler 

velocity effects constitute the only observational evidence directly 

supporting the hypothesis. In spite of this the idea is widely accepted, 

perhaps in part because of other considerations. These other considera­

tions include: (1) the expansion hypothesis has not led tc any obvious 

contradictions with other cosaological data; (2) no one has bean able 

to find a better or sore attractive interpretation of the red-shift 

measurements; and (3) an expanding universe resolves aany of the 

theoretical difficulties and paradoxes which plagued 19th century 

cosaologists. 

Most of the cosmologlcal thought of the last century was dominated 

by the view that the universe is infill*.*, Euclidean, jniform, static 

and governed by the Newtonian gravitational theory. On* of the sever* 

problems generated by this world-view was Olbers' paradox, which pointed 
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out that the sky i n such » world should be everywhere as bright as the 

disk cf the sun. Moreover, in such a universe the gravitational poten­

t i a l at any pcint becomes i n f i n i t e . (Smrlier's hierarchic model was 

an attempt t c avoid these d i f f i c u l t i e s . Other attempts t o deal with the 

gravitational problem consisted in the ad hoc addition to Poisson's 

equation of scdifying factors which had very l i t t l e e f fec t over small 

d i s t t . ces but which ever large distances produced repulsions stronger 

than the gravitational forces . I t was not u n t i l the ear ly twentieth 

century that cosmclogists real ized that these problems could be avoided 

acre e a s i l y by dropping the assumption that the universe i s s t a t i c . 

In 1917 de S i t t e r introduced a cosmology which, although I t was 

based on a s t a t i c metric, was on the verge of being a non-static model. 

I t predicted a systematic lowering of the frequency of l ight trzm d i s ­

tant sources, the so-cal led "de S i t t e r e f f e c t , " which was attributed 

to a slowing down of tisie a t large distances from the observer. In 

3922 Lenczos and Friednann Introduced cosmologies with actual time-

dependent metrics. I t i s th i s work - espec ia l ly that of Friedmann -

that i s often c i ted by present-day theoreticians t o support the claim 

that the expansion was predicted theoret ica l ly before i t was actually 

observed. Actually, these claims are not completely just i f ied for, 

although Frledmann's model did have a variable radius, Friedmann him­

se l f did not re late his results to the extragalactic red-shift measure-

•rents which were known at the time. Furthermore his work was not given 

much attention by other theoreticians unt i l almost ten years later when 

the systematic red-shi f t e f fec t was well established by observations. 



The first successful measurement cf a spectral shift of another 

galaxy w s made in 1912 by Slipher, who obtained a radial velocity for 

M31 whose spectrum is blue-shifted. Qf 1925 scne 45 such radial veloci­

ties had been measured, almost all by Slipher. After only a few such 

measurements had been made, observers began tc try tc use them in order 

to derive the solar motion relative to the extragelactic nebulae. In 

1918 Wirtz pointed out that the measured nebular velocities could not 

be explained without allowing for a systematic velocity effect in addi­

tion to the solar velocity. He proposed the addition of the "It-term" 

which was taken to be a constant velocity that mist be s;btracted 

from the nebular velocities before the solar motion is evaluated. The 

most astonishing thinft about the "K-term" was its value - approximately 

800 km/sec. In 1922 Wirtz suggested that the "K-term" might represent 

a systematic recession cf the other galaxies from ours and further that 

the "K-tena" might not be constant but rather a function of distance. 

He actually found a rough correlation between increasing red shifts and 

decreasing angular diameters of the galaxies. The latter quantity was 

the only available nebular distance indicator at that time. This work 

of Wirtz, like that of Friedmann, was for the moat part overlooked by 

the then practicing theorists, some of whom were at the sane time working 

on the "de Sitter effect" without making a connection between the spec* 

tral shifts and the kinematics of the source galaxies. Eddington was 

one of the first theorists to speak of radial velocities of the galaxies 

and of the expansion of the universe. In his book, Thje Mathematical 

Theory of Relativity, published in 1922, he acknowledged the assistance 
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cf Sl i t ter , who *ed provided Tor hia a eoaplet* l i s t cr the "radial 

velocities" that had bean —aimed up tc that tla*. 

Part of the reason that the Dcppler-veloclty hypothesis was some­

what slow in gaining; general acceptance, in spite cf the significant 

nuaber of Measured red shif ts , was that i t was net vet definitely estab­

lished that the ether galaxies lay outside the Milky Way- *»is l»tter 

feat was accoapllshed in 1901 by Bubble, who deteralned the distance to 

M31 by Oepheid variable aeasureaents. Be also aeatured distances tc 

other nearby galexies, out to about 10,000,000 light years, using 

Oepbelds and superglant stars as distance indicators. By 1929 u< knew 

the relative distances to 18 galaxies and to the Virgo cluster. Using ttese 

distances together with Slipher's radial velocity aeesureaents, he was 

able to obtain his facous linear "velocity-distance relation", which 

can be written 

» r - Hr, (1-1) 

where v r is radial, velocity, r is distance, and H Is the Bubble con-

sts.it. According tc Berth (1), Bubble was not acquainted with the work 

of Friedaann, but he did believe that bis relation eight represent the 

de Sitter effect. 

Ine value Initial*; obtained by Bubble for the recession constant 

H was 900 ka/sec per Mpc. Between 1928 and 1936 Buaason extended the 

work of Slipher and Bubble. Using the Mount Wilson 100-inch reflector, 

he was able to measure racial velocities as high as 42,000 ka/sec. 

During the 1930's there were several snail revisions of the work on 

Oephelt) variable light curves, leading to a new estimate of 590 ka/sec 

http://sts.it
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per Xpc for the value of H, but no really significant change was pro-

pcsed until 1952, when Baede deacnstrated the existence cf two different 

populations cf the Cepbeids. He was able to shew that a type I Cepheid 

was about 1.5 Magnitudes brighter than a type II Oepheid with the sane 

period. Since the Cepbeids that had been observed in other galaxies 

were Type I, whereas the ones in the Milky Way which had been used to 

calibrate the distance scale ware Type H , it followed that extragalac-

tic distances had been systematically underestiaeted. When these con­

siderations were taken into account, the estimate of H was revised 

downward to 180 in/sec p»r Kpc. More recent estlaates of H give values 

between 53 and 115 km/s*c per Mpc with the aost often quoted value 

being 100 km/sec per Mpc. this latter value is the one that will be 

adopted for use in this thesis. 

Although Hobble's work convinced aost astronomers that the universe 

is expanding, there were a few who felt that the systematic red-shift 

effect is caused not by systematic neb ;lar recessions b ;t rather by a 

progressive reddening of the light while it is traveling from tne source 

to the observer. Zwicky proposed a gravitational analogue of the Compton 

effect in which the photons transfer momentum and energy to any gravi­

tating matter which they encounter on their journeys. Although Zwicky's 

idea found sane observational support, the evidence was not compelling 

enough to convince many other astronomers. Other suggested alternatives 

included a proposal by J. Q. Stewart that light quanta become fatigued 

during their Journeys, and a proposal by P. I. Mold that the red shifts 
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are caused by a stcilar enano in the velocity of light ax a f.nction 

of tia*. lelttter of the proposals attracted a significant fallowing in 

the astronomical : u—unity. 

One property that Doppler red shifts must possess is a constancy cf 

the relative shift iv/X for all values cf X, XrVttU (2) has described 

measurements by Minkowski and Uilson (3, 4) on the spectra of the gal­

axies Cygaus A and K9C 4151 which reveal no significant variation in 

the value of AX A between the viclet and red ends of the visual spectra, 

these aeasureaents established the constancy of &X/X arer the wavelength 

rang* of 3400 to 6600 Angst roam. Even acre convincing evidence fcr the 

constancy of iXA coses from the 21-cm radial velocities measured by 

radio astronomers. The first successful 21-cm Measurements of external 

galaxies were accomplished in 1954 by Kerr, Klndman, and Robinson (5), 

who observed the Magellanic Clouds, and in 1956 by van de Hulst, Relmond, 

and van wberden (6), who obtained a central radial velocity and a rota­

tion curve for K51- Since that time, 21-cm velocities have been meas­

ured for about 130 galaxies ranging between -3*»3 km/**c and +2620 km/sec. 

These measurements indicate that the optical apd radio measurements of 

AX A agree to within one percent. For the few cases where there were 

significant discrepancies, the optical velocities were recently re-

measured by Ford, Rubin, and Roberts (7), with the result that the new 

optical values give much better agreement with the radio measurement* 

than do the old ones. 

lhe agreement between the optical and radio measurements estab­

lishes H constancy of the relative red shifts over a wavelength ratio 



cf 5 i 1 7 M i. Althou*-. tais constancy cf L> "•• Is Ispresslv*, It 

should be r»gar.*d as evidence *ir the IJtpjler hypothesis only is. the 

s*r*se w.at It ds«s n=t contradict the hypothesis. It Is possible t:: 

construct aodel* far ether red-shifting seohanisss which also dlspley 

this seat ceostarioy. Oca such scdel, which is attributed t; Slsterc., 

has recently beer, described by H. C. Arp (3). It involves th* for­

ward scattering cf the phctons frcs the source by relttivlstic electrons 

acving In essentially the sea* directic-n. Another scdel Involving 

inelastic phctcc Interactions has recently been proposed by ?*cl£.<tTr 

et al. (41). This xodei has tee advantage that It can apparently b» 

teste* fairly r adily Ii* the laboratory. Other aodels which attribute 

> he red shift to the space-tis* geoaetry cf the universe are discussed 

in Chapter 1? of this thesis. 

Chapters 2 and 5 review a few of the recent observations which sees 

to suggest that at least part of the extragalactic red shifts nay be 

caused by sooe effect other than recessiocai velocity. These chapters 

make no atteapt to give an exhaustive review of the very considerable 

work in this area. The.- are meant to suggest that the question of the 

nature of the red shift is still an open o:.» a:.d to ;r.fierscore tne 

need for an independent test of the expansion hypothesis. 

Chapter - gives a brief description of the test that is perforated 

in this thesis. This test sedts a correlation between the rate of fall 

of the light curves of Type I supernovae and the symbolic velocities 

of recession of their parent galaxies. Type I supernovae are the ideal 

candidates for t.nis kind of test because of their great luminosity and 

the uniformity of their light curves. 
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Chapter 5 describes the observational date used for the test. 

These date, include 57 light curves, one of which was Measured by the 

present author end his colleagues at Prairie Observatory. The other 

light curves were gathered from the literature. 

Chapter 6 describes the reduction of the light curves to a cannon 

phaton«tric systi (the imt*»etioe*l % system) end the o p t i o n of 

the peek brightness and date of peak brightness for each curve. It was 

necessary to reduce all of the curves to a cannon system because the 

rate of decline in brightness nay be different in different systems. 

The parameters of the brightness peak were needed for making many of the 

photometric conversions and for fitting a model to the observed light 

curves. 

Chapter 7 describes the model that was fitted to the light curves 

and the fitting procedure. It also describes the choice of the comparison 

parameter used for the test. The model and the comparison parameter were 

chosen to give a consistent measure of the rate of decline of the light 

curves even for fragmentary light curves. The model that was chosen was 

the light-echo model of Morrison and Sartori, and the fitting procedure 

was non-linear least squares. 

Chapter 3 gives the results of the fits. The intrinsic distribution 

of the comparison parameter was estimated using only the 21 supernovae 

in the study with measured symbolic velocities less than 2000 km/sec. 

The average value for this subssmple was used to estimate the prediction 

of the expansion hypothesis for the slope of the relation between the 

comparison parameter and 'die symbolic velocity of recession. The 

regression of comparison parameter on velocity of recession was performed 



9 

using the entire Mdple, and in spite of the vide scatter in the data, 

the correlation was found to be significant at the 9 K level. The slope 

of the regression line was more than five times greater than the' preiictej 

by the expansion hypothesis. Extensive tests were perfomed tc determine 

whether this larger than expected slope could have resulted from systenatic 

errors in the data reduction and fitting procedures. Ho systematic errors 

were found. 

Chapter 9 i* concerned with estimating the absolute magnitudes of 

the supernovae in this sample. Although these estimates are interesting 

in themselves, the main reason for computing them was to check for 

luminosity selection effects in the sample. Ho selection effects were 

detected, but an apparent division of the sample into two distinct 

luminosity subgroups was found. The discussion of these subgroups was 

deferred to Chapter 11. 

Chapter 10 reviews some of the theories that have been proposed as 

alternatives to the expansion hypothesis and compares the observed 

relation between the comparison parameter and the symbolic velocity of 

recession with the relations predicted by the various theories. Most 

of the theories predict the same relation as either the classical 

expansion or the static Euclidean hypothesis. One of the theories that 

was reviewed is the covariant chronogeometry proposed recently by the 

mathematician I. E. Ssgal. The derivation that is given for the pre­

dicted relation is based on the present author's interpretation of the 

theory. That prediction gives much better agreement with the observed 

regression line than does the prediction of the expansion hypothesis, 

but the scatter in the data is too great to reject the expansion hypothesis 
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or the static Euclidean hypothesis at the traditionally accepted 95** 

level of significance (the former was rejected at the 91- and the 

latter at the S>% level). Since seven of the supernova* in the study .iid 

not have measured red shifts, it was necessary to calculate estimates 

for their symbolic velocities. These estimates depend on the value 

adopted for the Hubble constant. Therefore, a sensitivity study was 

performed in order to determine the effect of changes in the adopted 

value on the regression line obtained from the observed data. The results 

of this study, which are reported at the end of Chapter 10, indicate 

that reasonable changes in the Hubble constant do not produce very large 

changes in the regressior line, whic.-i agrees best with Segal's theory 

in all cases. 

Chapter 11 returns to the question of the two disti.ict luminosity 

groups in the sample. These groups, which were first noted in Chapter 9, 

appear as two well separated bands in the graph of the relation between 

the comparison parameter (rate of fall of the light curve) and the 

estimated peak absolute magnitude. In each of the bands, the correlation 

between these two parameters is significant at a level exceeding 99-5$. 

Extensive tests were performed in order to determine whether or not tiiis 

division resulted from systematic errors ir the estimates of the peak 

apparent or peak absolute magnitudes. No systematic effects were found, 

so it was concluded that the two groups probably do represent two distinct 

populations of type I supernovae. The chapter ends with a comparison 

of these two groups with previous schemes that have been proposed for 

dividing the parent population into subpopulations. 
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Chapter 12 discusses further refinements and future prospects for 

the comparison parameter-symbolic velocity test which take the two 

luminosity populations into ace rant. It is necessary to consider the 

effect of the two groups because they net only have different average 

luminosities but also different average values of the comparison parameter. 

Since the slopes of the relations between these quantities are so similar 

for the two groups, it was posrible to reconcile the two so that 

together they simulated a single sample with less scatter in the comparison 

parameter than the unreconciled sample. The regression of comparison 

parameter or symbolic velocity gave results very similar to those 

obtained from the unreconciled sample, with Segal's theory giving the 

best agreement with tne regression line. The scatter in the reconciled 

sample was used to estimate the number of additional light curves that 

must be obtained for various limiting symbolic velocities in order to 

discriminate at the 95^ level of significance among the various alternative 

theories. 

Chapter 13 discusses the red shift-apparent magnitude relation 

defined by the supernovae in the present sample. The slope of this 

relation is a very important parameter because its value determines the 

form of the velocity-distance relation. Observations of galaxies cannot 

be usea to give an independent estimate of this parameter because the 

necessary aperture corrections require an assumption about the form of 

the relation. Supernovae are the ideal candidates for this analysis 

because they are extremely bright point sources with reasonably small 

scatter in intrinsic luminosities. Previous studies using supernovae 

have assumed that the Hubble law is valid and held the slope fixed during 
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the regression. In the present study, the peak apparent magnitude was 

regressed on log(V ) with both the slope and the intercept free to vary. 

The slope of the resulting regression line was less than the value 

predicted by a linear Telocity-distance relation but greater than the 

value predicted by a quadratic one. Both of these possibilities were 

rejected at significance levels greater than 95%. The results are 

qualitatively the same if the two luminosity groups are analyzed 

separately, but the saaple is dominated by low red-shift objects. 

Therefore, the results may be more indicative of a local anomaly in the 

relation than of a true rejection of the linear Hubble law (or of the 

quadratic law). If the linear law is accepted, then the regressions for 

the two separate luminosity groups can be combined with the two corres­

ponding regression relations between the comparison parameter and the 

absolute magnitude to give a new method for estimating the Hubble 

constant. This method is described in the last part of Chapter 13. 

When the method was applied to the present sample, the resulting estimate 

was H = 92 ka/sec/Mpc. 

Chapter Ik describes a new method for estimating distances to super-

novae using the relations between the comparison parameter and the peak 

absolute magnitude in a manner analogous to the use of Cepheid variable 

period-luminosity relations for estimating distances. It was shown in 

Chapter 13 that the errors in estimating the absolute magnitudes did not 

produce an error in the slope of the relation between comparison parameter 

and absolute magnitude, and any zero-point error that might have been 

introduced was hopefully removed by recalibrating the intercept using 

the six supernovae which occurred in the Virgo cluster. It is this 
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recalibrated relation that should be used for distance estimation. The 

•ethod was applied to the supernovae in the ssjaple whose distances are 

less than 30 Mpc, and the resulting distance estimates were used to 

construct a graph of the local velocity-distance relation. This plot 

was ccapared to the one given recently by de Vancouleurs which was 

based on average distances to nearby clusters. The agreement between 

the two was extreaely good, with the supernova data adding confirmatory 

evidence to de Vaucouleurs' hypothesis that the local velocity-distance 

relation is quadratic rather than linear. 

Chapter 13 gives a brief suaaary of the results obtained in the 

chapters that precede it. 
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QUASARS AJD THE POSSIBILITY OP K*-DOFPLBt RED SHUTS 

After the vcrk cf Subble becaae generally fcncvn in th* »str.-»ceEic*l 

jcssnasity, the possibility that -xtre$» Lactic r̂ d shifts could be dot to 

SOBS? cause other than the Dcppler effect was scarcely t » r ;act*id*r*d 

until the discovery -f quasi-*t*ilar objects lo tfc* early 1%0's. Tk<-

first QSO red shift was measured in 1563 by 5cr«idt (10). Since then 

sore than 203 QSO red shifts have been measured. Most of these red 

shifts are extremely large in comparison tc the red shifts of fulsxles. 

Although sow astronomers, probably the Majority cf them, accepted a 

Doppler interpretation of these red shifts, a significant mssber sought 

a non-Doppler explanation. In particular, a ntssber of then vcrfced en 

the nsechanism of gravitational red shift until i t was shewn to be an 

untenable hypothesis for a number of reasons. Hot the least of these 

reasons was that the densities required to produce the red shifts would 

preclude the appearance in the spectra of certain emission lines that 

are actually observed. 

The Dopplfr school was at f irst divided into two branches - one 

that held that the QSO's are actually at the cosmological distances 

indicated by combining their measured red shifts with a Hubble-type 

velocity distance relationship and one that held that the QSO's were 

local objects which had relativlstic velocities because they originated 

in tremendous explosions in our own and/or other nearby galaxies. The 

local origin theory was hard pressed to explain the absence of blue* 
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shifted quasars and was virtually completely abandoned after the failure 

by Jeffreys (11) and by Luyten and Scith (12) tc find any significant 

proper xcticcs fcr quasars. 

The ccsmclcgicel-Deppler partisans seen ran Into difficulties also. 

Oce of toe f irs t things they attempted tc do, as soon as enough data 

because available, was re use the QSO's tc extend the Hubble relationship. 

Ecvever, in 1966, Hoyle and Burbidge (13) demonstrated that there i s a l ­

most r.c correlation between the apparent magnitudes and red shifts of the 

3S0's and that what l i t t l e correlation exists i s lost in a scatter that 

Is nearly as large as the span of the relation.? Even worse scatter was 

found in the relation between red shift and radio flux density measure­

ments. This scatter was generally interpreted as evidence that QSO's 

have widely varying optical and radio luminosities, a circumstance which 

dees not contradict their being at cosmclcglcal distances, but which 

dees render thee unsuitable for extending the Hubble relationship. But 

Heyle and Burbidg** also plotted a leg N-log S relationship for the 38 

QSO's which, at that time, had Knovn red shifts . The result was a 

straight-line relationship with a slope very close to -1.5, which corres­

ponds tc Euclidean space. When these sane QSO's were plotted as a rela­

tion between red shift and radio apparent magnitude, the result was a 

complete scatter diagram. This means that i f one assumes the usual 

distance-volume interpretation of the log K-log S relation, then i t i s 

tv eessary tc conclude that the QSO red shifts have nothing to do with 

th"ir distances. Conversely, i f the red shifts are assumed to be cos-

mclcgical distance indicators, then It is necessary to abandon the 

geometrical interpretation of the log N-log S relation. 
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Another difficulty with the ccsaclogical hypothesis is the apparent 

lark of correlation between the locations en the celestial sphere of 

QSO's with lew red shifts and the location of clusters of galaxies with 

the same red shifts. According tc Arp (8), none cf the nine QSO's knew 

in 1969 tc have red shifts z * 0.2 fall in one cf the 2712 clusters 

listed in Abell's catalogue (14) cf the richest clusters containing gal­

axies brighter than a limiting magnitude corresponding to z » 0.2. In 

fact, a study by Bthcall (15) shewed that even if the Abell cluster di­

ameters are doubled, the resulting regions on the celestial sphere do net 

contain any cf the 9 QSO's with z * 0.2. Since well over 50 percent of all 

galaxies are known to lie in clusters, it is very difficult to explain 

why QSO's should systematically avoid these basic mass concentrations if 

they are truly at the distances indicated by their red shifts. This ob­

jection to a cosmclogical distance scale for QSO's loses some of its 

force, perhaps, when a recent aisccvery by Gunn (16) is taken into account. 

Gunn has found that the QSO PKS 2251+11, which has a red shift z = 0,323, 

is superposed on a small cluster of galaxies. One of the galaxies has a 

measured red shift of z = 0.33, The red shifts of both the QS0 and the 

galaxy as well as that of another galaxy in the cluster have recently 

been remeasured by Robinson and Uampler (17). These measurements, made 

with greater resolution, confirmed Gunn's earlier conclusions about the 

agreement of the red shifts. 

Although it seems fairly certain that Gunn has indeed found a QSO 

superposed on a cluster of galaxies with the same red shift, this one 

case does not definitely establish that QSO red shifts are cosmological. 
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Th-r* reaains the possibility that FKS 2251-̂ 11 is a relatively nearby 

object between us and the cluster. This question would be inawdlately 

rrsclved if ether QSO-cluster coincidences are dlsccvered. Two previous 

su?h "iis-overies" have recently been shewn tc involve objects that were 

net really ^SO's (15). Thus after several years cf wcrk on the problem, 

erly one such coincidence nas been found. 

Recent observations, on the ether hand, seem to Indicate that at 

least some cf the Q,SO*S are associated with nearby galaxies. The gal' 

axy NGC 520, which is galaxy number 157 in Arp's Atlas of Peculiar 

Galaxies (19), is a very bright and very disrupted galaxy which has been 

r,ho-n (20, 21) tc have lines of radio sources emanating from it. Four 

cf these radio sources are Q30's which fall along a straight line that 

terminates en the galaxy (8). The total angular extent of the system is 

about 3 degrees. The red shifts of the four (ISO's are z * 0,67, 0.72, 

0.77, and 2.11. The red shift of the galaxy is z = 0.007. The radio 

properties of the qso's vary in a systematic way along the lino. Flux 

densities decrease and spectral indices flatten with increasing distance 

from the galaxy. It seems rather unlikely that such a configuration 

could occur as a result of chance projection effects. 

At the present time two QSO's have been observed to be connected 

to galaxies witn differing red shifts by luminous filaments. The first 

to be observed was the QSO Markarian 205, which has a red shift of 0.070 

and has been shown by Arp (22) to be connected by a luminous tube (faintly 

visible in Ha) to the galaxy NGC 4319, whose red shift is 0.006. The 

second 0S0 shown to be connected to a nearby galaxy was discovered by 
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Burbidge, et al. (23) en the Batlonal Geographic Society - Pal' 

tory Sky Surrey prints. The radio quiet. QSO PHI 1226- wiicn baa red 

shift x * 0.404, is shewn on the Sky Surrey prints to be connected by 

a luminous bridge tc the Sb galaxy IC 1746, which has red shift z « 

0.026. The bridge is clearer on the red print than on the blue. A 

later plate taken by Arp with the 200-inch Hale telescope on 103e-J 

emulsion does not reveal the bridge but does shov a nonstellar compact 

object exactly between the QSO and the galaxy. This compact object is 

not visible on the Sky Survey prints. 

Burbidge, et al. (23) also made a statistical comparison of the dis­

tribution of the 47 known QSO's in the 3C and 3CR catalogues with the 

galaxies in the Reference Catalogue of Bright Galaxies. They found four 

QSO's much closer to bright galaxies than would be expected if the 47 

were distributed randomly on the celestial sphere. The four galaxy QSO 

pairs are listed in Table 2-1. 

Table 2-1 

QSO's With Small Angular Separations From Bright Galaxies 

QSO Galaxy Separation z (QSO) z (Galaxy) 

3C 232 HOC 3067 1'.9 0.534 0.0050 

3C 268.4 NGC 4136 7;'.9 1.400 0.0036 

3C 275.1 HGC 4651 3'.5 0.557 0.0025 

3C :09.1 HGC 5832 6'.2 0.904 0.0020 
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In each case the red shift of the QjSO la very such larger than that of 

the galaxy. Burbidge, et al. estimated the probability cf A such close 

pairings occurring by chance tc be less than 0.005. 

the evidence far close associations between QSO's and nearby galaxies 

is further strengthened by the recent discovery by Arp, et al. (21) that 

the radic source 3C 455 is a QjSO which is situated 23" northeast of the 

galaxy KSC 7(13. The riilo source had originally been identified with 

the galaxy, but more accurate measurements cf its radio position by 

R. L. Adgie revealed that the source was actually associated with the faint. 

(•v - 19) blue stellar object northeast of the galaxy. Optical studies 

by Arp, et al. revealed the object to be a Q$0 with red shift z * 0.543. 

The red shift of the galaxy was measured to be z * 0.03321. 

As more associations between QjSO's of high red shift and nearby 

galaxies are discovered, it becomes more nearly certain that at least 

seme of the (j£0's are relatively local objects. Furthermore, since none 

cf then have been observed tc have blue shifts, it becomes more apparent 

that at least part cf the red shifts are due to something other than 

velocity effects. 
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CBAPBBR3 

GALAXIES HUB BED-SHIFT AMKALIES 

Although aost galaxies that have been observed appear to obey th* 

Babble law, there ere a few exceptions which seea. to have discrepant 

red shifts. One such example i s the galaxy IC 3*83, afaich i s a member 

of a triple system composed of IC >*3l» an anonymous galaxy (whicri snail 

be called Anon. In tne following text ) , and IC 3*3*' A detailed descrip­

tion of this systea) has been given by Zwicky (25). The radial velocities 

deduced from the Measured red shifts of the three galaxies are: 

V r (IC }kQl) * 73(* W s e c , V r (Ar*on.) « 727& ka/sec, and V r (K 5^5) « 

10d tea/sec. The three are connected in a chain by two faintly luminous 

bridges which are apparently composed uf stars rather than fluorescent 

gases. The presence of these bridges rules out the possibility that 

IC }WJ3 i s a nearby foreground galaxy which projects into the chain by 

chance. If al l three red shirts are pure velocity shi f ts , then the 

velocity of IC 5«*85 relative to tht other i s such larger than the typical 

velocity dispersion observed in large clusters (~ 2000 ka/sec). 

Another example of a chain of galaxies in which one amber has a 

discrepant rtd shift i s the chain W 172, which has been described by 

Sargent (26), Pour of the galaxies in this chain of five have red shifts 

corresponding to velocities of about 16,000 ka/sec, but the f i fth has 

an apparent velocity of 36,080 ka/sec. Sargent gave s tat is t ical argu­

ments to counter the possibility that the discrepant galaxy i s really a 

background galaxy which projects into the chain by chance. He concluded 
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that the probability cf such an occurrence is only about 1 in 5000. If 

the galaxy is at the save distance as the ethers, and If a l l the red 

shifts are str ict ly velocity effects, then th» time-scale fcr the dis­

crepent galaxy tc cross the system i s - 3 x IGr years and i t s kinetic 

energy i s 10 - 10 ergs. 

Another group with a discrepant member i s Stephen's Quintet, which 

has recently been investigated by Burbidge and Burbidge (27). This i s a 

group cf disturbed galaxies containing the spiral BGC 7320, which has a 

red shift velocity cf +1073 kit/sec. The ether fcur •embers cf the group 

have an average velocity cf +6695. Burbidge and Burbidge argued s ta t i s ­

t ical ly that the probability that 10C 7320 i s a foreground galaxy pro­

jecting into the group i s l*ss than 1 in 1000. Furthermore, they were 

able to obtain an estiaate of i ts mess free i t s rotation curve. They 

concluded fro* this estimate that i f i t i s a foreground galaxy at the 

Indicated red-shift distance, then i t i s extremely dwarfish and denser 

by about two orders cf aagnltude than ncraal spiral galaxies. If BGC 

7320 is really a member of the group, and i f «.ts red shift is a true 

velocity indicator, then i t i s in a «tat» of explosive expansion out of 

the systes toward us. Burbidge and Burbidge calculate that the kinetic 

energy involved would be 7 x 10 ergs. 

The three examples that have just been given involve groups in 

which a l l of the galaxies art more or less the same s i te . Recent work 

by H. C. Arp on galaxies with smaller companion galaxies has raised the 

possibility that such companions sometimes have excess red shifts. One 

example is the disturbed spiral galaxy BGC 772 which, according to Arp (28), 



?; 

has severa l sssaller ecspaniens connected to i t by luminous f i lar .er . ts . 

Frca the sever, observed companions, Arp picked the three bri.jvt-est f c r 

spec t ra l observat ions . Following h i s no ta t ion the three wi l l be ca l led 

( in crdar of br ightness) G 1, 3 2, and 0 3 . A susnary of his r ed-sh i f t 

measurements i s giver, ir. the following t a b l e . 

Table 3-1 

Red Sh i f t s of the Galaxies Apparently Associated with l'.'X 772 

Galaxy Red Shi f t (>r„ 'sec) 

KGC 772 2,43T 

G 1 2,454 

G 2 20,174 

G 3 19,630 

Arp argued inconclusively en the bas is of the Hubble red sh i f t -

apparent magnitude r e l a t i onsh ip and the observed proper t ies of G 2 and 

3 '.'• t h a t they cculd not be background ga lax ies . His d i r e c t photographic 

evidence was, however, more conclusive. J-> observed tha t G 2 i s en thv 

end of a double s p i r a l arm from KGC 772 and t h a t G 3 i s on a 1urinous 

protuberance of an isophote of KGC 772. 

Another example of a galaxy with an excesf red sh i f t companion i s 

KGC 7603, which has recent ly been studied by Arp (2^). I t h*s a red-

sh i f t ve loc i ty of 8,300 tan/sec while the companion, whicn i s connected 

to i t by a luminous f i lament, has a ve loc i ty of 16,900 Jen/sec. Actually, 

there are two filaments connecting the ga l ax i e s , on- of them being -"• 
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spiral arm of NGC 7603 and the ether outside the spiral arm, curving 

more sharply into the companion. NGC 7603 is very disturbed and the 

companion is peculiar, having a core of high surface brightness and a 

halo of lew surface brightness. The hale has a slightly deformed bright 

rim at the point where the spiral arm enters it. Thus there is virtually 

nc doubt that the two galaxies are at the same distance and are inter­

acting with each other. 

In all cf the examples given sc far, the discrepant red shifts 

might be explained by an explosive expensicn of the discrepant member 

cr members cut cf the group. This is a very attractive possibility for 

Stephen's Quintet, in which the four non-discrepant members appear tc 

be very disturbed. The chain W 172, on the other hand, dees net appear 

to be disturbed, and the galaxies in the triplet IC 3481, Ancn., IC 3483 

are connected by luminous bridges cf apparently stellar matter. Further­

more, the energies demanded by such explosive events are extremely high, 

althou^i perhaps not unreasonable for objects as big as galaxies. The 

times required for the discrepant .ner.bers to cress their respective 

groups are of the order of 10 years, sc that such explosions wouLl 

have to be fairly frequent events if many groups ara to be observed 

with the discrepant member still in the group. Also, it seems reasonable 

to expect that the stars in such a discrepant member should all be young, 

having formed after the explosion. 

Both of the galaxies NGC 772 and NGC 7603 are highly disturbed sc 

that it is tempting to interpret the excess red shifts of the smaller 

companions as a true velocity effect vith the higher velocities of the 
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companions being attributed to their being explosively ejected from the 

larger gilaxy. Probably the most effective argument against this inter­

pretation is the one given by Arp (29) in connection with KGC 7603 and 

its corapaniou. According to Arp, if the red shift difference is in­

dicative cf a true velocity difference, then the two galaxies are 

separating tco fast for gravitational interaction to have formed a 

connecting bridge between them. Thus he is led to the conclusion that 

at least part cf the red shift difference is caused by some non-velocity 

effect. 

Another reason for discarding the di Terential velocity interpreta­

tion for discrepant red shifts of companion galaxies is that most of 

the discrepancies are excess red shifts and only a few excesb blue shifts 

are observed. Thus, unless one is willing to accept the proposition 

that parent galaxies preferentitlly eject their companions in directions 

away from us, ore is forced to admit a non-velocity component of the 

reel shifts of the companions. Of course the examples given so far, 

namely NGC 772 with its two companions of excess red shift and NGC 7603 

with its companion, do not constitute a very large sample, but a study 

involving a larger sample has recently been made by Arp (30). He picked 

for the study three groups of galaxies in which one galaxy is unquestion­

ably the dominant member and in which the others are unquestionably 

companions. These groups were M 31 and les four companions, M 81 and 

its five companions, and NGC 5128 and Its four companions. Of the 13 

companions he found that 11 had higher red shifts than the primary. He 

took the measured red shifts from the ds Vaucouleurs Reference Catalogue 
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^f Bright Galaxies sc that acst cf them were the means cf two cr mere 

optical determinations which usually did net differ by acre than 20 

fcn/uee. Five cf thea had radic determinations which agreed tc abcut the 

same accuracy. Tc the above described sample, he alsc added six spiral 

galaxies which have companions on the ends cf spiral arms. Of this 

total sample of A9 companions he found that 16 had excess red shifts 

and only three had excess blue shifts. The distribution of the residual 

red shifts, z (companion) - z (dominant), shows a pronounced asymmetry 

toward positive values and is strongly peaked at abcut 75 km/sec. Ten 

of the companions in %he sample have residual red shifts in the range 

50 - 100 tan/sec, and five mere cf them have even greater residual red 

shifts. 

According to Arp, his sample of 19 companions contains essentially 

all the small companions with knewn red shifts and known with certainty 

to belong tc a group obviously dominated by a larger galaxy. He has 

been criticized in his choice of sample by B. M. Lewis (31). Levir 

maintained that a better sample is obtained by including groups regard­

less of whether tht..- have obviously dominant members, as long as a 

working rale :'or choosing a iominant member is consistently followed. 

Using such a sample containing 186 galaxies, he obtained a residual red 

shift distribution containing 103 excess red shifts and 83 blue shift3 

and with a mean of about +40-50 tan/sec. He claimed, however, that this 

slight asymmetry toward excess red shifts is not significant and 1$ 

probably the res>ilt of observational errors, one of thea being the 

mistaken identification of foreground galaxies as dominant members of 
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faster sieving groups in the background. He also studied the residual 

red shifts of galaxies which are aesibers of pairs. For his sasple he 

chose the pairs free two studies by Page (42, 43) and found no signifi­

cant asytsaetry in the residual red shifts. 

Arp's reply (32) to Lewis* criticism was short and direct. He 

argued that Lewis' rule for picking the dominant members of groups was 

very speculative and that the data for Page's pairs were completely 

inapplicable since they were originally chosen to be more or less equal 

pairs. He pointed out that Lewis did find an asyasaetry, even using 

questionable data, and then tried to explain it away by the very projec­

tion effect that he (Arp) had sought to avoid by limiting his sample 

to groups whose memberships were certain. Arp's final assessment of 

Lewis' criticisms is eloquent enough to bear repeating: 

In summary, then, Lewis has tested *ith lower weight 
and inapplicable data. In spite of this he confirms the 
original result. He then postulates that this confirmation 
is due to ". . . the mistaken adoption of foreground and 
relatively low velocity galaxies as dominant members of 
groups," But it was this very objection that I was trying 
to avoid by excluding the lower-weight data in the first 
place. 

Even more recent evidence for non-velocity red shifts in galaxies 

has been published by Jaakkola (33). He made a study of red shifts of 

galaxies in clusters, groups and pairs using the dimensionless parameter 

u = AV/c where &V » V(galaxy) - V(system) if the residual red shift of 

the galaxy (expressed as a velocity) and a„ is the red shift dispersion 

of the system. This particular parameter was chosen so that systems of 

differing sizes and velocity dispersions could be analyzed together. 
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He found that in almost all the different kinds of systems studied, E, 

SO, and Sa galaxies show an excess of residual blue shifts while Sb and 

Sc spirals show an excess of residual red shifts. His values for IV 

(average &V), a^, and u (average u) are given in Table 3-2. within the 

different types he also found significant correlations between red shifts 

Table 3-2 

Residual Red Shifts of the Galaxies in Jaakkola's Study 

Bunber av °y 
Type in Study (km/sec) km/sec) u 

E 131 -39 645 -0 .07 

50 114 -28 433 -0.05 

Sa 73 -124 463 -0.18 

Sb 84 +56 406 +0.13 

Sc 51 +131 517 +0.20 

and various ether parameters such as absolute magnitude. The implications 

of his results are perhaps best expressed in his own words: "The result 

means that in some part even for normal galaxies, of late Hubble types, 

with small color indices and small inclinations, part of the red shift 

cannot be explained by systematic velocity". 
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CHAPTER 4 

AH OBSERVATIORAL TEST OP THE EXRAKSIOK HYPOTHESIS 

The apparent discoveries of non-velocity red shifts in nearby QSO's 

and ordinary galaxies lends a special urgency to the search for an inde­

pendent test of the expansion hypothesis. Even if the recent discoveries 

had not been made, such a test would still have been highly desirable, 

since any scientific hypothesis which is based on only one bit of evidence 

must be regarded as provisional at best. Even though the expending 

universe idea has dominated twentieth century cosmology, quite a number 

of workers have worried about testing the reality of the expansion. In 

1935 V. H. McCrea published a paper (34) entitled "Observable Relations 

in Relativist!c Cosmology" in which he pointed out that, if the expansion 

is indeed real, then any periodic phenomenon in another galaxy must be 

subject to the same Doppler effect as th^ radiation from that galaxy. 

In particular he suggested that the periods of Cepheid variable stars in 

a distant galaxy should be lengthened in the same proportion as the wave­

length of the vadlation from the galaxy. 

A variation of the same idea appeared again in 1939 in a paper by 

0. C. Wilson (35), who pointed out that if the red shift is a Doppler 

effect, then two events occurring in a distant galaxy with observed red 

shift V/c would apnear to us to have a longer time separation than to 

an observer in that galaxy. If At is the time lapse measured by the 

distant observer, then, according to Wilson, the time lapse measured by 

us would be 

At » At0(l + £). (4-1) 



Of course this fornula is good only for ,alaxies which are not far 

enough away to have apparent velocities large enough to require a rela-

tivistic treatment. Wilson was impressed by the then recent deteraina-

tions by Baade and Zwicky cf '.he light curves of three supernovae in 

other galaxies. Because of the good agreeaent cf the shapes of the 

three curves, he suggeste. that su.*h light curves would nrovide a good 

test of the expansion hypothesis. Per a supernova in a distant galaxy 

with velocity V, he argued: "Hence, the light curve of a supernova 

occurring in such a nebula should appear to be expanded along the axis 

in the ratio (1 + V/c):l with respect to the 'standard' light curve 

given by relatively nearby objects." 

The saae idea appeared again in 1955 in a paper by S. H. Kilford 

(36), who vas familiar with McCrea's earlier paper but not with Wilson's. 

Milford pointed out that Cepheids could not be used for a test because 

they are not intrinsically lninous enough to be observed in any but 

the very nearest galaxies. He suggested that Type I supernovae are 

the only objects vhi-h are known to be luminous enough to be seen at 

very great distances and which possess the necessary degree of similar­

ity in their intrinsic light curves. 

The declining portion of the light curve of a Type I supernovae con­

sists of two parts: an initial rapid decline to about three magnitudes 

below peak brightness, occurring in about 35 - 40 days, followed by a 

slower, very nearly linear decline which continue? until the supernova 

becomes too faint to be observed. The light curves of the three super­

novae which so impressed Wilson are shown in Pig. !>-l in order to 
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illustrate the form of tb Type I light curve and the basic uniform!'y 

of the phenomenon. 

Milfcrd suggested that the test of the expansion hypothesis should 

be based on the linear decline portion of the light curve. Using a 

very general homogeneous, isotropic, general relativistic cosmologlcal 

model he was able to show that the observed rate of decline, expressed 

in terms of photographic magnitude m , is related to the intrinsic 

rate by 

V 3 * / oos" rrTVdtV i n t ^2 

where z is the observed red shift. He noted that this result is identi­

cal to one that he had obtained earlier (37) using special relativity. 

He stated that the same test could also be derived for cosmological 

models even more general than the one he used. He noted that only dif­

ferences in magnitude need be measured along with the corresponding time 

lapses, thus avoiding the problem of determining an absolute zero point 

for the magnitude scale. 

Hilford pointed out that the greatest disadvantage of his proposed 

test was that it applied to the linear decline portion of the light 

curve, which starts three magnitudes below the maximum brightness. In 

spite of this disadvantage, he concluded that the test was still prac­

tically possible with existing equipment, ftils same problem was dis­

cussed again in 1961 by Pinzi (38), who proposed the same time lapse 

test that Wilson had previously proposed. Finzi pointed out that the 

initial decline portion of the light curve offered the best opportunity 



for applying the test because this brighter portion can be seen for 

supernovae at greater distances, but he concluded that using this por­

tion would require several observations and statistical Methods because 

". . . the decay of the lualnosity of a supernova during the first 100 

days is not a very regular phenomenon." fie was evidently under the 

impression that the linear decline portion of the curve, if it were 

bright enough, would not require statistical Methods in the application 

of the test. In actual fact, there is as auch variation from one super­

nova to another in this later part of the light curve as in the earlier 

•ore rapidly falling part. But at the time Finzi was writing his paper 

a large number of astronomers believed that all Type I supernovae bad 

almost identical light curves after the initial bright part, with the 

luminosity decaying according to an exponential law with a half-life 

of 55 days. It had been pointed out by Burbidge, et al. (39) that this 
254 is the sew* as the half-life of the transuranic element Cf , and it 

was widely believed that the linear decline portion of the light curve 

could be explained by the radioactive decay of this and other heavy 

isotopes. More recently Mihalas has shown (40) that many supernovae 

exhibit considerable deviations from a 55-day half-life decline, and 

the radioactive decay theory has been abandoned by most astronomers. 

Thus, regardless of which section of the light curve is used, it 

is necessary to obtain as many light curves as possible in order to 

reduce statistically the fluctuations caused by the intrinsic variations 

from one supernova to another. The chief task of this thesis will be 

to apply Wilson's test to the bright part of Type I supernova light 

curves. 
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CHAPTER 5 

THE OBSERVATIGBAL DASH 

The first observed extragalactic supernova was the 1885 outburst 

in the Andromeda galaxy, which was at first thought to be a 11 nnmjn nova. 

Ibis mistaken identification led to a drastic underestimate of the dis­

tance tc M 31, thus causing great difficulties for those astronomers 

who were trying to prove that the spiral "nebulae" were truly extra-

galactic objects. This difficulty lingered until 1917, when the work 

of RLtchey and Curtis revealed the distinction between ordinary novae 

and supernovae. 

In the years between 1885 and 1936 a total of 15 supernovae vms 

discovered by various observers. Ihe first systematic search for super-

novae was carried out between 1936 and 1941 by Zwlcky and Johnson with 

the 18-inch Schmidt telescope at Haunt Palomar. this patrol yielded a 

total of 19 new discoveries. In the years between 1941 and 1956 dis­

coveries by various observers brought the total number of discoveries 

up to 54. A summary of these discoveries was reported by Zwicky in 

the Handbuch der Fhyslk (44). In 1956 an international cooperative 

search was organized by Zwicky. Observatories participating in this 

effort included Palomai and Mount Wilson, Steward, Tonantzintla, Neudon, 

Asiago, Berne, Crimea, and Cordoba. Preliminary results of this search 

were reported by Zwicky in 1965 (45). Since that time a number of 

other observatories have joined in the search for supernovae, and at 

present on the avev&ge about 15 nev discoveries are made each year. 

Karpowicz and Rudnickl have published a complete catalogue of all the 
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supernova* discovered up to 1967 (46). A summary list of all the dis­

coveries through May, 1971, has been published by Bowel and Sargent (47); 

it includes 300 supernovae. 

Observations of the light curves and spectra of supernovae have 

revealed that there are at least two very different types of suv movae. 

Zwicky and many of his colleagues believe that they have found five dif­

ferent types, which they call type I, II, m , IV, and V, but only a 

few of the latter three types have ever been identified. Of the 300 

supernovae in Kowel and Sargent's list, 83 have been classified accord­

ing to type. Of these 83, 51 are type I, 26 are type II, 2 are type III, 

1 is type IV, and 3 arc type V. 

A description of the properties of the various types of supernovae 

can be found in recent survey articles by Zwicky (45) and Minkowski (48). 

Type I supernovae are remarkable in having uniform light curves and 

high intrinsic luminosities. The light curves for type I were described 

in Chapter 4. The light curves for type II supernovae are generally 

flatter and have much wider intrinsic variations than those of type I. 

The peak luminosities of the various types of supernovae have been the 

subject of recent studies by Kowal (49) and Pskovskii (50, 51), who rind 

that type I supernovae are on the average about two magnitudes brighter 

than type II. Because of their lower luminosities and the irregularities 

in their light curves, type II supernovae are not suitable for testing 

the expansion hypothesis. 

Hot every one of the 51 identified type I supernovae in Kowal 

and Sargent's list is a suitable candidate for the test proposed in 
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this thesis. Sane were observed only sporadically so it is possible 

to obtain only very fragmentary light curves for then. The ones for 

which good light curves dc exist have been measured in mary different 

Magnitude systems, ratging from the visual observations for the 1885 

Andromeda outburst to nodern narrow band photoelectric photometer 

measurements. Because the light curves may decay at different rates 

in different wavelength bands, it is necessary to reduce all of the 

light curves to a common magnitude system. These reductions to a 

common photometric system are the subject of the next chapter. 

Although most of the data useu in this thesis were gathered from 

the existing literature, one of the light curves was actually measured 

by the author and other members of the University of Illinois Astronomy 

Department. These observations have been reported by Deming, Rust, and 

Olson in a paper fo»- the Publications of the Astronomical Society of the 

Pacific (52). The results of a preliminary reduction of the data will 

also be given in this thesis in order to illustrate how the various kinds 

of photometric data are reduced to a common system. The supernova in 

question is the 1971 outburst in the galaxy NGC 5055 (M 63), which was 

discovered by G. Jolly on May 24, 1971 (53). It was observed at the 

University of Illinois Prairie Observatory using the four-inch Ross camera 

and the 40-inch reflector. The Ross camera observations were made on 

IIa-0 plates without a filter so that the resulting photometric system 

was very nearly the standard international photographic magnitude 

system, denoted in this thesis by the symbol m-jg. The 40-inch reflector 

observations include photoelectric B and V observations and photographic 

B, V, and m_ff observations. 



The observed data were reduced using a sequence of comparison stars 

whose B and V magnitudes were measured photoelectrical!^ and whose n. _ 

magnitudes were then synthesized according to the standard conversion 

formula 

m = B - 0.29 + 0.1S(B - V). (5-1) 

The details of the reduction and the final resultii.c; magnitudes are 

given in (52). Table 5-1 gives the results of a pi-IIr:'—^-v reduction. 

Although equation (5-1) was originally derived for transforming 

the magnitudes of main sequence stars, it works quite well for trans­

forming supernova magnitudes. For example, when it is applied to the 

B and V magnitudes measured on 6/22/71 and on 7/16/71, it gives m. 
P8 

magnitudes of 14.65 and 15.21. The corresponding measured Opg magni­

tudes on these dates were 14.60 and 15.25. When all of the measured 

B and V magnitudes are converted to m by Eq. (5.1), the result is 

the light curvt shown in Fig. 5-1, which also shows a measurement made 

on May 20, 1971, by van Herk and Schoenmaker (54, 55) and one made on 

May 25, 1971, by K. Ishida (56). These last two measurements are shown 

ac open circles while the prairie Observatory measurements are shown in 

closed circles. The measurement by van Herk and Schoenmaker was made 

originally in the m system, while that of Ishida was made in the UBV 

system and converted to m ty Eq. (5.1). 

A thorough search of the literature revealed 36 other type I 

supemovae with light curves complete enough to be used in this study. 

Some of these light curves were extremely well defined by the observa­

tions, while others were somewhat fragmentary although still usable. 



-o 

Table 5-1 

Prairie Cbse*-va.ory Measurement of the lag-it Cirvc of 3! rA 

Date Telescope Recorder B V m Pg 

5/30/71 Ross Phctograpn. 12.1 
5/30/71 40 inch Photcelec. 12.45 12.10 
5/31/71 Ross Photograph. 11 . S 
5/31/71 40 inch photoelec. 12.29 11.93 
6/1/71 Ross Photograph, 11.7 
6/1/71 40 inch Photoelec. 11.94 11.51 
6/3/71 Ross Photograph. 12.3 
6/9/71 40 inch Photograph. 13.12 12.20 
6/10/71 40 inch Photograph. 13.45 12.30 
6/14/71 40 inch Photograph. 13.95 12.70 
6/16/71 40 inch Photograph. 13.95 12.75 
6/17/71 Ross Photograph. 14.10 
6/22/71 40 inch Photograph. 14.70 13.35 14.60 
6/23/71 40 inch Fhotoelec. 14.58 13.39 
6/29/71 40 inch Photoelec. 15.06 13.83 
7/3/71 40 inch Photoelec. 14.83 13.97 
7/14/71 40 inch Photoelec. 15.25 14.05 
7/16/71 40 inch Photograph. 15.35 14.50 15.25 
7/29/71 40 inch Photograph. 15.45 14.90 
7/31/71 40 inch Photograph. 15.50 15.00 
8/2/71 40 inch Photograph. 15.50 14.90 
8/3/71 40 inch Photograph. 15.30 15.05 
3/U/71 40 inch Photograph. 15.8 
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Figure 5-1• The Light Curve Measured at Prairie Observatory 
for SN1973i. 



Tabl- 5-2 lists all the supernova* used awi gives for s»ch of thea, 

the observers, the osgnitude systems in which the measuremerts were 

made, and the observational references. It also lists some of the 

relevant data about the parent galaxies in which the supernovae occurred. 

Column 1 gives the supernova designation, which consists cf the 

year of occurrence followed by a letter designating the order of 

occurrence within that year. 

Column 2 gives the discovery number of the supernova. It is a 

continuation of a numbering system first used by Zwicky, and since 

adopted by others, in which the supernovae are numbered consecutively 

in the oi*der of their discovery. 

Column 3 contains the name of the parent galaxy in which the out­

burst occurred. 

Column 4 gives the right ascension (epoc>< 1950.0) of the parent 

galaxy. 

Column 5 gives the declination (epoch 19?0.0) of the parent 

galaxy. 

Column 6 contains the Hubble type of the parent galaxy. 

Column 7 gives the symbolic velocity of recession of the parent 

galaxy e: pressed in km/sec. Entries in this column which are not en­

closed in parentheses are based on measured red shifts, taken for the 

most part, from the Reference Catalogue of de Vancouleurs and de Van-

couleurs (117) and from a paper by Humason, Msyall, and Sandage (113). 

In a few cases the given red shifts were measured by the supernova 

observers. In the cases where no red shifts have been measured for 



the galaxies, the symbolic velocities were computed from the velocity-

distance relationship with the Hubble constant equal to IOC km/sec/tbc, 

using distance estimates obtained by coopering the apparent magnitudes 

of the galaxies with the absolute magnitudes derived from various 

luminosity functions for galaxies. Mere details on these calculations 

will be given in Chapter 9. Synodic velocities calculated in this 

fashion are the ones enclosed by parentheses. 

Column 3 contains the apparent photographic magnitudes of the 

parent galaxies. Many of these magnitudes are averages cf measurements 

taken by more than one observer. The preferred sources were Holoberg 

(120), Pettit (121), and Humsson, Mayall, and Sandage (118). Other 

sources included Bigay (122), de Vancouleurs and de Vancouleurs (117), 

and Zwicky, et al. (123, 124). The magnitudes listed here have not 

been corrected for absorption within our own galaxy. 

Column 9 lists, for each supernova, all the observers whose measure 

ments were used in the final light curves given in this thesis. For 

some objects additional observations exist, but were not used because 

they were either (a) measured in a magnitude system which could not be 

converted to the sta.idard m-g system, or (b) measured in some magnitude 

system other than *__ but were largely redundant because many aug 

measurements existed for that supernova, or (c) measured only at times 

several months after the peak so that they were outside the time range 

of interest. Although they were not used for composing the final light 

curves, some of these discarded magnitudes were, nonetheless, used to 

derive color excesses in order to estimate internal absorptions within 
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the parent galaxies. These estimates are described in Chapter V, 

and the references tc the data usc-d are given there. 

Column 10 ĵives, for each observer, the aagnitude systen. cr sys­

tems in which th<? measurecients vere ssde. The symbcls used in this 

column are: 

»..* _ * visual magnitude measured by eyef 

m » international standard photographic magnitude, Po 
• = photovisual magnitude, 

B -s blue magnitude in UBV system, 

V * yellow magnitude in UBV system (same as * „ ) , 

m K = blue magnitude in system of Kaho (98, 108), 

b * blue magnitude in system of Marx and Pfau (111). 

Column 11 gives, for each observer, the reference to the article 

where the data were published. 

Column 12 is used for additional comments about the supernova or 

one of the sets of measurements. These comments are listed as footnotes 

at the end of the table. 

Tables listing all the magnitude data used in this thesis are 

given in Appendix 1. All of the magnitudes were reduced to the standard 

• system for consistency. These reductions are described in the next 
Po 
chapter. Appendix 1 gives both the unreduced and the reduced data. 
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Tabla 5-2 (Cof.tlnutd) 

SM Kq, Galaxy • (1950) 4(1950) *yp» 2£L Observers Mag. Syataa Baf. Butaa 

1955" 

1956* 

19571a 

1937b 

1959c 

1961d 

53 Anon. l h 05*?0 

5* HOC 3992 l l h 55?0 

55 HOC 2841 09* 18?5 

56 HOC 4374 12 h 22?? 13'10" El 

62 Anon. 

87 Anon. 

13*30' SBa 

53*39« SBb 

51*12' 8b 

13 h 0B?8 3*40' SBc 

1960T 69 MQC 4496 12 h 29?1 4*13* 

1960r 96 HOC 4382 12 h 22?9 18*28* 

l ^ 48"3 28*06' 

SBc 

SO 

BO 

16,024 15.7 Zwieky 

1,059 10.56 Zvlcky * Karpovlos 

631 10.05 Zvloky * Karpovlcs 

(67) 

Btrtola 
Vtonsel 

954 10.35 Btrtola 
Oota 
ROMA no 

LI Ttln 

2,990 15.8 Minalat 

1,773 11.9 Btrtola 
Huth 
Kulihov 
Tanpastl 
Mannlno 

773 10.05 

lh 
7.700 15.0 Zvloky 

"pf' *pv (68) 

"pg» V («») 

«P« (70) 

"»€ (71) 

•»• (70) 

"P€ (72) 

*» (75) 

•M (73) 

• p . , B, V (74) 

" P . (70) 

"Tt (76) 

" p . (77) 

• p f (78) 

"pi (79) 

- P f (70) 
mH (80) 
B, V (81) 

•BW» » • « (82) 

* • • -
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Tabl* *5-? (Continued) 

SH No. Galaxy •(1950) *(19S0) Typa 
lEL Oba»rv*ra Mag. Syat** Raf. Welti 

I964e 150 Anon. l l h *b?6 52*59' SBc 

1964* 159 HOC 3938 l l h 50?2 U ' 2 3 1 Sc 

19651 170 NOC 4753 12 h 49?8 -0*3e' Irr 

1966J 186 NOC 3198 10** 16?9 45*49' a Be 

1966k 187 Anon. l l h 15?6 28*33' SO 

1966n 198 Anon. 4 h 34?3 -3*08' SB? 

1967c 192 HOC 3389 \ 0 h 45?8 12*48' So 

(2,900) K . S Lovaa "Pi (99) 
Ahn*rt " p . [100) 

Chuads* *PI (101) 
:'.«lta«va "PC (102) 
!.octi»l V (103) 

874 10.8 B*rtola, at til. *p« (*7) 

1,364 10.7 van Lyonc * Panarin "p« (104) 

Cla t t l * Barbon B, V (105) 

649 10.8 Wild *Pf [106) 
Chinoarlni * Parinotto B 107) 
Kaho \ 

108) 

(5,000) U . 7 Rudnlckl * M ' "pv ' 
109) 

(9,600) 16.0 J l a t t l * Barbon *P« < 105) 

1,276 12.1 4* vancoulaura, *t a l . •, V [110) 

Marx • Pfau b ( H I ) 
Boriov, t t a l , - B 112) 
Chuadia « Barbl iehvlU "pv ' 113; 
Kaho \ < 108) 



T«bl« 9-? (Continued) 

m Mo. Galaxy • (\950J *(1950) *Vl» V r "PI Gbaarvara Mil. Syitni Rtf. NfttM 

1968* 211 HOC 2713 8 h 54?7 3*06' 3b 3,810 l i . 7 Chavll* 
HuatV 
CUttl * Sarbon 

• H 
1 , V 

(1U) 
( « ) 
(105) 

• 

1969c 235 HOC 38U U h Vfth 47*Si' Sc J, 120 13.0 •»rti»la i CUttl •» v (115) 

19711 299 HOC 5055 13 h 13?5 *2U7» Sb *20 9.1 Dt*ln§, at a l . 
lahMa 
Van Mark * Sehotnaakar 
Soovll 

•, v 
• f t 

(M) 
(W) 
( * , W) 
( " • ) 

>, 
- ; ;"•* 

file:///950J
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Tabla 5-2 (CoMinued) 

1921c: Karpovlct and IMnitki (46) elaaaify thla aa a type IX supernova, and kowal and Sargent (*<7) 
do not claaatfy It. In 1968. Kowal (49) olaaalflad It aa typa X and estimated Ita abaeluta 
magnitude at peek to ba -10.7 which ta nearly equal to tha average peak absolute magnitude 
that he found for type I and Mora than two magnitudes brighter than tha average that he 
found for typa II. Tha light ourva, although somewhat fragmentary, la antiraly ocnalaunt 
with the typ* I Interpretation. Coupled with Ita high Intrinsic luminosity, It la almost 
certain that SN 1921c waa Indeed a typa X aupernova. 

1939a: The actual measurements of Baade have been published only In graphical form. The values 
used war* read aa accurately aa possible from a graph given by Minkowski (it), 

V,39b: Sa«« as note for SN 1939a 

1954a: The magnitudes of Metre were remeaaured by Moalno using the same comparison stara aa Wild, 
Theae "corrected" magnitudes are tha ones uaed for deriving tha light curve used in thia 
thesis. 

19Mb: Same aa note for SN 1954a. 

1995b: This supernova has apparently never been classified aa to typa by anyone. The light curve 
la consistent with a typa I interpretation, and Zwichy (67) eatlmated that i t waa Intrin­
sically one of the brightest supernovas ever obaervea. Zwloky'e eetlwtte was made on the 
baala of KubbU'e old diatanca acala, but an estimate based on a Mora modern value of the 
Hubble cons.ant (K • 100 km/eec/Mpc) glvea a peak abeolute magnitude »f -20.3 which indeed 
la extremely bright and virtually guaranteea that It waa a typa X supernova, 
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1937a: Bertola classified thla supernova as type I, but Zwicky classified It as type II, The 
light curve atrongly Indicates type I, but estimates of lta peek abaolute magnitude are 
much lover than the average for type X and are. in fact, consistent with a type XX Inter* 
pretatlon. The spectra that were obtained do not aettle the matter either way, Measure­
ments of the color Index Indicate an extremely high degree of reddening and hence a large 
•mount of absorption within the parent galaxy. This absorption correction Is calculated 
In Chapter 9. It amounts to almost three magnitudes, and makes the peak luminosity con­
sistent with th* type I interpretation. 

1961h: The light curve for thi» supernova was too fragmentary to be useful in tha test of the 
expansion hypothesis, but it Is useful for other calculations which are described in 
Chapter <*. 

1462e: This supernova occurred on a luminous bridge between two elliptical galax.'e». According 
to Rudnlckl ana Zwlcky (85), the bridge Is apparently composed of late type stars. 

1967c: According to Bcrsov, et al., their photometric system is very close to the B system, but 
small systematic differences are present. 

1968*: The magnitudes of Rusev were read as accurately as possible from a graph give it by 
Pskovskii (51). 

T **r »•-?•"•"• 

- v -.*•_• -. ... 



>1 

CHAPTER 6 

REDUCTION OF THE DATA 

Light curves of type I supernovas exhibit a high degree cf uni­

formity, but the possibility that the rate cf decline in luminosity is 

different in different wave length bands must be allowed for if the 

rate of decline is to be used to test for the Dcppler effect. All 

the supernovae used in the test must have their light curves expressed 

in the same bandpass or magnitude system. A quick inspection Cx Table 

5-2 reveals that the most commonly used system thus far has beer the 

standard m system. Furthermore, the spectrum of the typical type I 
o 

supernova is dominated by a wide bright band centered between 4600A 

and 4700A [ see, for examples, refs. (60), (86), (87), (96), (97), and 

(107)]. This band, which is generally interpreted as the \4686, 

n=4 -» n=3 transition of Hell, is completely encompassed by the bandpass 

of the nipg system and, in fact, "-.ypically contains about one half of 

the total photographic intensity. Thus, the logical choice for the 

common magnitude system is the nipg system. 

In the preceding chapter, a light curve was given for SN 1971i 

(Fig. 5-1), in which part of the magnitudes were measured nipg and part 

were calculated by the standard transformation equation, 

nipg = B - 0.29 + 0.18 (B - V), (6-1) 

using measured B and V magnitudes. There were two nights in which both 

B, V and m magnitudes were measured by the same technique on the same 
rO 

telescope. A comparison of the measured and calculated ra_g magnitudes 

for those nights is given in Table 6-1. 

file:///4686
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Table 6-1 

Comparison of Measured m p g Magnitudes 

With Values Computed From B, V Magnitudes 

Date Measured n B, V - » m ^ by (6-1) 

6/22/71 14.60 14.65 

7/16/71 15.25 15.21 

The agreement i s quite good. In other cases where both B, V and m 
Pg 

magnitudes are available, Eq. (6-1) gives the same sort of result, 

with the average discrepancies between the calculated and the measured 

m lying within the range of scatter due to measuring errors. Par-

ticular examples are SN 1962! and SN 1965i, whose light curves can be 

found in Appendix 2. Thus, Eq. (6-1), which was originally derived 

for converting the magnitudes of main sequence stars, apparently gives 

accurate conversions for supernova magnitudes also. 

It is easy to use Eq. (6-1) when both B and V measurements are 

available, bit some supernova observers have measured only B or else 

only V (or, what is equivalent, only m or only m . ). The work of 

tne Russian astronomer Yu. P. Pskovskix (51, 125) on the time depen­

dence of the colors of supernovae makes it possible to use Eq. (6-1) 

for converting the magnitudes even in these cases. Pskovskii has 

determined the relationship between the intriu 3-V color of a super­

nova and the time in days after the date of maximum brightness. In 
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(51) he gave this relationship in the form of a graph which is shewn 

in Figure 6-1. The ordinate (B-V)c is the intrinsic color of the 

supernova light, i.e., the color of the light before it is reddened 

b> absorption in our own and the parent galaxy of the supernova. It 

represents the average of the color curves of six different supernovae 

all corrected for reddening due to absorption. These corrections were 

determined by shifting the various color curves vertically until all 

six were superimposed. The only remaining problem then was to cali­

brate the resulting composite color curve by determining the absolute 

color excess, 

E(B - V) = (B - V) - (B - / ) 0 , 

for one or more of the component light curves. One of the supernovae 

used for this purpose was SH 1954a, which occurred in the irregular 

galaxy NGC 4214. According to Pskovskii, the amount of reddening in 

the parent galaxy is negligible tor elliptical and irregular galaxies. 

Thus in the case of SN 1954a, it was only necessary to worry about the 

reddening in our own galaxy. Since HGC 4214 is located at galactic 

latitude b = 78".07, this reddening was small, and Pskcvskli was 

able to estimate it by using the Lick counts of faint galaxies in 

neighboring areas of the sky. 

It is quite easy to convert B magnitudes to m , using Eq. (6-1) 

and Figure 0-1, provided that the date of maximum brightness of the 

supernova is known. For each 3 magnitude to be converted, the value 

of (B - V ) 0 for that day Is read from the graph and the m_g magnitude 
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is calculated by 

m = B - 0.29 + 0.18 (B - V). . (6-2) 

Of course, there will be a zero point errcr in these magnitudes because 

of the '.lnknown amount of reddening due tc absorption. In seme cases 

it is possible tc estimate this reddening correction. One common situa­

tion is tc have both B and V measurements for a few days, but B only 

for other days. The color excess E(B - V) can then be determined from 

the vertical shift needed to bring the Pskovskii color curve into coin­

cidence with the measured values cf (B - V). This color excess can then 

be added to values of (B - V)o read from the graph, and the resulting 

corrected B - 7 colors can then be used to convert the B magnitudes tc 

B L ^ by means of Eq. (6-1) rather than by (6-2). 

Another situation that arises quite often is to have some measured 

B nagnitudes and no V magnitudes and to also have some measured m p g 

magnitudes. In these cases the B magnitudes can be converted to a_g 

by means of Eq. (6-2) and the zero point correction can be determined 

from the vertical shift required to bring the light curve of the con­

verted magnitudes into coincidence with the light curve of the measured 

m magnitudes. 

If only B magnitudes are available, then it is not possible to 

determine the zero point error in the magnitudes calculated from Eq. 

(6-2). But light curves obtained by this method can still be used to 

test the expansion hypothesis because it Is the slope, or rate of decline, 
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of the light curve that is used for the test. Since a aero point error 
simply shifts the entire curve vertically by a constant amount, the 
rate of decline is not changed by the error. 

The Pskovskil graph can also be used to convert magnitudes measured 
in the V system. One way to carry out this conversion is tc note that 
if V is subtracted from both sides of Eq. (6-1), the result is 

m - 7 * B - V - 0.29 + 0.18 (B - V), 
Po 

which can also be written 

•pg = v - 0.29 + 1.18 (B - V). (6-3) 

If measur°f values of both B and V are available, then the V magnitudes 
can be converted directly to m by means of (6-3). If only V magni-
tudes are available, then the corresponding values of (3 - V). can be 
read from the Ps'k til graph and the conversion can be accomplished by 

m » V - 0.29 + 1.18 (B - V). . (6-4) 
Po 

Of course, there will be a zero point error in the magnitudes determined 
by the latter formula, and all of the comments that were made in the 
preceding paragraphs with regard to the zero point errors in the con­
version of B magnitudes can be rephrased to apply here also. Since the 
• system is just another name for V and since it was designed to be 
the photographic equivalent of the » i s system, Eq. (6-4) can also be 
written as 

B p g a V " a 2 9 + l-18 ( B * v ) » ' f6-5* 

or as 
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•pg " "vis " 0- 2 9 + i- 1 8 ( B " v)« • C 6" 6) 

There is another way by which «LjV or ^y±s asg&itudes can be con­

verted to m^- using the Pskovskii (B - V)» - t relationship. It is 

apparent from Eq. (6-5) that intrinsic (m^ - mp V) colcr indices [denoted 

°y (mpg " "pv)*^ c a n ** calculated from intrinsic (B - V) color*", by 

means of the equation 

(*pg - » p V
) o = 1' 1 3 ( B " V ) o ' °-29' ( 6~ 7 ) 

By t'lis means, the Pskovskii (B - V). - t relationship is converted to 

an (• - m _ v ) . - t relation. The result of this conversion is shown 

graphically in Figure 6-2. Measured • „ or m^g magnitudes can be con­

verted to • by reading the corresponding («»__ - m

vv)o values from this 

graph and adding them to the measured magnitudes. This conversion will 

also contain an unknown zero point shift. 

All of the megnicude conversion methods based on Pskovskii's 

(B - V) - t relation require a knowledge of the date t on which the 

supernova attained maximum brightness. For a well observed supernova, 

it is usually an easy matter to determine t and the peak magnitude m Q 

simply by inspecting the light curve. For more fragmentary light curves, 

this method is often not feasible, but Pskovskii (51) has developed 

several methods for estimating t and n in such cases. Before dis-
o o 

cussing these methods, it seems appropriate to point out that in cases 

where a number of B - V measurements are available, covering a time span 

of two weeks or more, it is possible to use the (B - V) - t relationship 

itself for determining t Q . This is done by shifting the graph of the 
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relationship horizontally until it coincides with the observed data. 

Of course, the horizontal shifts oust be accompanied by simultaneous 

vertical shifts to take into account the reddening. Thus, the final 

"fit" of the curve to the measured data gives both the date of ™>yii«̂ »i 

t and the color excess E(B - V). The main limitation of this technique 

is the extent of the measured data which is required. Because the color 

curve is very nearly linear on both sides of the peak, which occurs at 

about 33 days after maximum, the measured data mist span a considerable 

time range and should preferably span the peak in order tc determine 

unambiguously both t and E(B - V). Of course, if one of these param­

eters cen be independently determined, then the other one can be un­

ambiguously estimated by shifting the color curve in only one direction, 

and this can be accomplished even with a small number of measured points 

covering only a short time span. This is a particularly useful technique 

for determining the color excess once t is known. Values of E(B - V) 

obtained in this way can then be used to determine the absorption cor­

rection for the magnitudes. Similarly, if the measured color indices 

are (m - m } indices, then the same technique can be used for esti­

mating E(m__ - n ) color excesses simply by using the converted 

(n - nipV)o - t relation given in Figure 6-2. The use of color excesses, 

determined by these methods, for correcting the peak magnitudes m Q will 

be discussed in Chapter 9. 

One method which Pskovskii and a number of other observers have 

used quite successfully for estimating the date t 0 of maximum brightness 

of a supernova is based upon the time behavior of the spectrum of the 
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supernova. Many observers have noticed that the bands in the spectrin 

of a typical type I supernova shift to the red as the light curve decays. 

According to Pskovskii, the best band to use for estimating the phase 

of the light curve is the \A686 band, which dominates the photographic 

region of the spectrum. He was able to establish the relationship be­

tween the phase and the position of the center of the band by using 

supernovae with numerous measured spectra and also well defined light 

curves from which he could estimate t Q. He was then able to use this 

relationship to estimate the date t c for three supernovae having frag­

mentary light curves but with a number of good spectral observations 

spread over several days. The details of the method are given in (51). 

The spectral method requires *e/eral good spectra taken on different 

nights. This constraint limits the method to superncvae which are rela­

tively nearby so that they are bright enough for good spectra to be 

obtained. Furthermore, if a number of good spectra are taken, then it 

is quite likely that a good light curve is measured also, so that the 

spectrum estimate is not needed except as confirmation. 

Pskovskii has also developed two other good methods for estimating 

• Q And t Q which use only the fragmentarily observed light curves. Both 

of the methods are analogous to procedures that are used for estimating 

the maxima of novae with incomplete light curves. One of them involves 

the use of a series of average light curves, and the other reconstructs 

the maximum from the point where the slope of the light curve changes 

from rapid decay to gradual decay. 

file:///A686
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Pskovskii's average light curve method grew out of his studies 

of the rates of decline of the light curves of the various types of 

supernovae (50). He found that if straight lines are fitted to the 

rapidly descending portions of well observed type I light curves, then 

the rates of fall of the resulting straight lines vary between the 

extremes of 1 magnitude per six days ard 1 magnitude per 12 days. In (51) 

be denoted this rate of fall by the letter b. He selected a group of 

well defined light curves and separated thea into four different sub­

groups so that all the curves in a given subgroup had approximately 

the strae b. The four subgroups were characterized by the four values 

b • 6, S, 10, and 12. He then averaged all of the light -ntrves within 

each subgroup and thus obtained four average light curves corresponding 

to the four b values. Using these average light curves, he was then 

able to estimate n Q and t 0 for many fragmentary light curves whose 

peaks were cot well defined by existing observations. The method was 

applicable in cases where there were snnugh observations in the rapid 

decay portion to give a good straight line fit. Usirg the value of b 

defined by the straight line fit. he could choose the ar.it appropriate 

average light curve. He then fitted that average light curve to the 

fragmentary light curve a.id used the fitted ~urve to extrapolate b*~k-

wards in order to estimate a n and t_. 
o o 

Pskovskii's point-of-slope-change atthed is based on his observa­

tion that the point at vhich the slope changes from rapid decay to 

gradual decay almost always ocevrs between 2.8 and 3.3 magnitudes below 

peak brightness and is equal, on the average, to 3.1 magnitudes below 

http://ar.it
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pi alt. To estiaate the peak magnitude cf a frag«entery liftht curve by 

this method, Pskcvskii fitted straight lines to the rapid oecay portico 

and the gradual decay portion. Re used the letter k to denote the 

point at which these tvs straight lines intersected, and denoting the 

corresponding magnitude by « k , he calculated the estiaate cf the peak 

magnitude •_, by the foraula 

*o " "k " A - (*"*) 

Pskovskii also used the point k for extrapolating backwards to deter­

mine the time of maximum but this aethod gives generally less accurate 

estfaates of t 0 than dees the average light curve aethod. 

By applying these Methods to supernovae with vei l deterained light 

curves, i t was possible to estiaate the average errors of a l l the Methods. 

He found that the accuracies cf the t Q computed by the point k method 

ranged froa 1 to 5 days whereas the accuracies of the average light 

curve estimates were 0.5 to 1.5 days. The spectral method gave the 

lowest accuracy, with errors en the order of t 5 days. In estimating 

the peak magnitude, the average light curve method gave accuracies of 

cft)5 to 0*2. The accuracies of the point k estimates of « Q were 

comparable. 

It i s a natural extension of Pskovskii's work to combine his point 

k and average light curve methods. There are undoubtedly several ways 

to combine then, but one natural method, which the present author has 

found to be effective, is first to apply the point k method in order to 

obtain an estiaate of « 0 and of the straight line slope £ of the rapidly 
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falling segment of the light curve, and then to fit the most closely 

corresponding average light curve to the measured light curve using 

the point k estimate of m Q as a constraint. Using the a Q constraint 

makes t c the only undetereined parameter of the fit **& hence removes 

soae cf the ambiguity of the fitting eethed since only horizontal shifts 

along; the time axis are required. This technique is illustrated for 

the supernova SI 1957a in Figures 6-3 and 6-4. Figure 6-3 illustrates 

the point k aethod. The straight line fit to the rapid descent portion 

of the light curve intersects the straight line fit to the later portion 

at a point k with Magnitude a. * 16.95. Since this point occurs, on 

the average, 3.1 Magnitudes below peak brightness, the best estimate 

for peak brightness is « 0 * 13.35. The joly remaining problem is to 

estimate the date of maximum t Q. Since the slope of the straight line 

fit to the rapid descent portion is -1 magnitude per 6 days, pskovskii's 

b « 6 average light curve is used in Figure 6-* *o obtain the estimate 

at t . The solid points represent measured magnitudes and the open 

circles connected by the curve represent the average light curve. The 

latter is shifted 'long th* time ux\*f wit.'-, its peak always constrained 

to lie on the horizontal straight line corresponding to » 0 « 13.85, 

until the best fit to the measured light curve is obtained. In the 

case of SI 1957a, this best fit appears to occur at t Q • Ftb. 27, 1957. 

Pskovskii's methods were designed for use on fragmentary light 

curves measured in the «pg system. For some of the supernovae used in 

this study (eg., SH 1962e and SH 1966k) the light curves were frag-

mentary, with most of the magnitudes measuret* in the " o v rather than 
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the in. systera. These ni y magnitudes could not be converted directly 

tc n by means of the (ia^ - ̂ y ) " " * relation discussed earlier 

because the date of maximum, t Q, was not known- on the other hand t Q 

cculd not be estimated directly from the extrapolation techniques 

because the magnitudes were measured it the B p V system. The method 

adopted in s:ch cases was an iterative one. Beginning with an initial 

guess for t Q, the m v magnitudes were converted to m p < ? using ti.~-

Pskovskii (mpg - n L v ) , - t relationship with the assumed t Q. A new 

estimate of t was then obtained by applying the combined point k, 

average light curve method described in the preceding paragraph. The 

whole process was then repeated until the rstimates for t 0 converged. 

This final converged value and the final converted magnitudes gave a 

consistent light curve which was adopted as the best estimate. In 

most cases chere were a few measured values of m so that it was 
Pg 

possible also to determine the absorption correction which could then 

be used to eliminate the zero point error in the magnitude conversions. 

Although this iterated conversion method used the Pskovskii 01* -
Po 

m )<, - t relation, the point k extrapolation method, and the average 

light, curve method, it will be referred to in this thesis simply as 

the Iterated point k method. Experiments with different starting esti­

mates t revealed that a poor initial estimate would usually fail to 

give a converging Iteration but that good estimates all gave conver­

gence to the same final value. Iii some cases, poor initial estimates 

gave convergence also but the rate of convergence was considerably 

slower. 
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Tabl*- 6-2 g ives , f cr the 37 superncvae used i n this study, the 

d«tes of maximum, the peak magnitudes, and the methods used t c obtfcln 

them in earn case. 

Column 1 gives the supernova designation. 

Column 2 gives the discovery number in the Zwicky sequei.ce. 

Column 3 gives the name cf the parent galaxy. 

Column 4 gives the estimated peak magnitude of the supernova in 

the «.pg system. 

Column 5 gives the method by which the pes*, magnitude estimate 

vas obtained. The abbreviations in this column can be interpreted as 

follows: obs. 1. c. means inspection cf the observed l ight curve, 

pt. k means Pskovskii's point k method, av. 1. c. means Pskovskii's 

average l ight curve method, and iterated pt. k means the i terated 

point k method. 

Column 6 gives the estimated date of maximum either on the Julian 

day calendar or in month/day/year notation, depending for each supernova 

on how most of the observations were given in the l i terature. 

Column 7 gives the method by which the estimated date of maximum 

was obtained. Most of the abbreviations in this column are the same 

as those in column 5. The two abbreviations which do not appear in 

column 5 are obs. color curve, which means that t 0 was obtained by 

f i t t i n g measured color indices t o one of Pskovskii's color index-time 

re lat ions , and spectrum which means that t 0 was estimated from one or 

more spectra of the supernova. 

http://sequei.ce
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fi"l'TWl * indicates additional notes about the supernova. A single 

P aeans that the estimates « 0 and t 0 ure both those of Pskovskii, and 

a single P. aeans that both were done by the present author. The ccm-

blnation P, R aeans that the » Q estimate is that of Pskovskii and the 

t 0 estisate was done by the present author. Similarly the combination 

R, p means that mQ is due to the present author and t Q is due to 

Pskovskii. The symbol * in this column Indicates additional cosjaents 

given in the notes following the table. 

In a<Mition to the standard ».pg, •_., B, and V systems, there 

were two other magnitude systems which were used by some observers of 

some cf the light curves included in this study. One of these systems 

was that of Kaho (98, 106) who used Fuji FL-OII plates. According to 

Kaho. these plates are blu- sensitive, but they do not correspond 

exactly to either the • or the B system. Several of the supemovae 

observed by Kaho were also observed in the B system by various other 

observers. In almost all of these cases some of the comparison stars 

used by the other observers were also used as comparir on stars by Kaho. 

By comparing the B-magnitudes of these common comparison stars with 

th? magnitudes measured by Kaho, it was possible to establish the rela­

tionship between the two system.. This relationship is shown in Figure 

6-5, where magnitudes in Kaho's system are denoted by m For each 

of the common comparison stars, the difference B - »„ ia plotted against 

•,,, The data appear to indicate that Kaho's magnitudes V*ve a non­

linear scale error. The four supernovae with common observed compari­

son stars were 39 1962/ which was also observed by Bertola (87), SI 1963p 
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lable 6»? (Continuei) 

1966J - Chincarini and Perinotto (107) estimate on basis of spectrum that t Q • 11'21/66, 
but Pskovakii'a estimate wi l l be used in th i s thes i s . 

1967c - Pakovakii's estimate of t 0 was 2/23/67. I t was based on his point k method. 
I969e - Applying Pakovskli's point k and average l ight curve methods gave the same 

values for m c and t 0 . 
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which vas cbser/ed by Bertola, Hamraano, and Perinotx ? (97), SH 1966 j 

which vas observed by Chincarini *nd Perinottc (107), and S5 1967c 

which vas also observed by deVaucculeurs, Sclheim, and Brown (110). 

The points for SH 1962/ were arbitrarily selected as the standard and 

the ocints for the other three sets cf comparison stars were shifted 

vertically to give the best possible agreement with these of the stan­

dard. Thus the relation shown in the figure has an indeterminate con­

stant zerc-point error which vas propagated into any magnitudes converted 

from »__ to B by means of the relationship. The B oagnitudes obtained 

from this relationship could then be converted to »_£ magnitudes either 

by Eq. (6-1) if the color excess E(B - V) was fcncwi or by Eq. (6-2) if 

it was not known. In the latter case, an additional unknown zero point 

error was added to the error from the m,, to B transformation. In some 

cases it was possible to determine the required zero-point correction 

by compering the converted magnitudes to magnitudes measured in one of 

the other systems. In cases where it was not possible to determine the 

zero-point correction, the basic shape of the curve was not altered by 

the constant zero-point error, and so its slope could still be used for 

testing the expansion hypothesis. 

The other non-standard magnitude system used for light curves 

treated in this thesis is the b magnitude system of Marx and Pfau (111). 

This system is related to the B system by the relation 

B = b + 0.14 (B - V). 

Combining this expression with Eq. (6*1) gives 

m p g - b - 0.29 + 0.32 (B - V). (6-9) 
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If the values of B - V are unknown, the transformation can be made by 

u = b - 0.29 + 0.32 (B - V). , (6-10) 
P© 

vhere (B - V). is obtained from Pskovskii's (B - V,) - t relation. 

If this latter relation is used, there will, of course, be an unknown 

zero-point error in the converted magnitude because of the unknown cclcr 

excess E(B - V) due to absorption. 

Thus far, this chapter has described the various techniques that 

were used to reduce the light curves to the standard m „ system. Many 

of these techniques required accurate estimates of the peak magnitude 

m and the date of its occurrence t , so the techniques used for ob­

taining those estimates have also been described. Table 6-2 gave a 

summary of those estimates and the method used for each of the super-

novae in the study. The chief purpose of the discussion given in this 

chapter has been to develop the background needed in order to construct 

a similar table, •which gives for each supernova a summary of the tech­

niques used to reduce all of the measured magnitudes tc the m system. 
Po 

Before doing that, however, ic is convenient to summarize the various 

conversion methods that were used. This is done in Table 6-3. Column 

jL gives the system or systems of measurement. Column 2 briefly de­

scribes the method used for conversion to the m system. Column * 
pg 

gives a Roman numeral code which will be iced as an abbreviation for 

the method. Column 4 gives additional comments about the method. 

In many cases it was necessary to know the color excesses of the 

supemovae in order to eliminate zero point errors in the conversion. 

In most of these cases, it was possible to derive these color excesses 
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Table 6-3 
Summary of the Techniques Used to Convert the Magnitudes 

From the Various Systems of Measurement to the Standard m System 

Measured Conversion Code Commenti 

b and V m -, B - 0 29>0.18(B-V) pg I 

B an<t some V (a) nights when both B A V measured: 
m - B -0.29+0.l8(B - V ) , 
and C (B-V) - (B-V) 0 

determines color excess 
(b) nights when B only measured: 

m = B-0.29 + 0.l8[(B-V) 0 +C] Pi? 
(c) nights when V only measured: 

m ™ r V-0.29 + l.l8[(B-V) 0 +C] pg 

IT The color excess C ia 
determined by comparing the 
measured (B-V) velues with 
the corresponding (B - V ) 0 

values from Pskovtkii's 
relationship. The value of 
C can then be used to con­
vert (B-V) 0 to (B -V) on 
nights when B * V were not 
both measured. 

V and some B 11 in ii 

B only m B-0.?9 + 0.18(B-V) 0 

. ... 

IV In general, there will be a 
zero point error because of 

the unknown color excess. 



Table 6-3 (Continued) 

^ K f c * H * r f * /**>*• *M<* 

Measured Conversion Code Comments 

V only a = V - 0 . 2 9 + 1.18(B-V) 0 

"6 
V In general, there will be a 

zero point error because of 
the unknown color excess. 

npv a n d 8 o m e m
P g (a) nights when both a , m measured: 

C = (a -a ) - (n -a ). 
v Pg pv' pg pv'° determines C« 

(b) nights when only a measured: 
a •-= a + [(a -a ) e +C] pg pv L V pg pv'° J 

VI Color excess C is determined 
by comparing measured 
(• - -*-..) with Pskovakii pg pv' 
( » p g - « p v ) 0 on t n o " nights 
when both a__ and m ., were 

PI PV 
measured. 

m and some m pv pg (a) nights when both a , a , measured: 
pg pv 

(a -a ,) +0.29 

C = (B-V) - (B-V) 0 

(b) nights when only a measured: 
Wpg = m

p v - ° - 2 9 + 1« l 8[(B-V) 0+C]. 

VII This method is similar to 
the immediately preceding 
one, but it uses the 
Pskovskii (B - V ) 0 -t 
relation rather than 

("pg-V*-'-
a ._ or a . only vis pv ^ a = m + (a -a )_ pg pv v pg pv'° VIII In general, there will be a 

zero point error because of 
the unknown color excess. 



Table 6-5 (Continued) 

Measured Conversion Code Commenti 

(Kaho) 

(1) B =n^ + (B-m K) 
with (B-«0 determined from the 
relation in Figure 6-5. 

(2) « = B - 0.29 + 0.18[ (B - V) 0 + C] 
if color excess C is known, or 
m^„ = B-0.29 + 0.18(B-V)0 pg ° 
if C is not known 

IX Step (1) will, in general, 
give a zero point error. 
Step (2) will glvo an addi­
tional zero point error if 
C ia not determined by other 
measurements 

b 
(Marx and Pfau) 

• = b-0.29 + 0.32[(B-V)0 +C] 
if color excess C is known, or 
m = b-0.29 + 0.;52(B-V)0 

MrW> 

if C is not known. 

X There will be a zero point 
error if the color excess 
C it not determined by 
other measurements. 
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by comparing Measured (B -V) -1 data with Pskovskii's (B - V ) . -t relation 

[or in some cases comparing measured fm -• ) -t data with the 

(a -m. ) 0 -t relation]. In those few cases ia whic-i there were no Pa P* 
•easured color indices, the conversions preserved the shape of the curve 

even though they aay have introduced a zero point error. Color excesses 

were determined for every supernova for which color indices had been 

measured, regardless of whether or noc the excesses were needed for 

magnitude conversions. These color excess data will be used again in 

Chapter 9 for computing absorption corrections to the supernovae peak 

magnitudes. 

Table 6-k gives the final summary of the techniques used for 

reducing each of the light curves to the standard m system. Colv&n 1 
Pg 

gives the supernova designation. Column 2 gives its number in the Zwicky 

numbering system. Column 3 gives the name of the parent galaxy. Column k 

contains the names of the various observers. Column 5 gives, for each of 

the observers, the magnitude system or systems used for the observations. 

Column 6 gives the method used for converting the magnitudes if such a 

conversion was necessary. The method is indicated by a Roman numeral 

in the range I to X. These Roman numerals correspond "o the ones given 

in column 3 of Tabxe 6-3- In some cases it was necessary to make a zero 

point correction in the magnitudes of one or more of the observers. 

Column 7 gives these zero point corrections. Column 8 contains the 

word "yesr if there was a possible zero-point error in the conversion. 

Note that in many cases a conversion introduced a zero point error which 

could be removed by comparing the converted magnitudes to n» magnitudes 

measured by other observers. These corrections were included in the 
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conversion, so column ?• contains a "yes" only if there was no way to 

correct the error. Column 9 contains the E(B-V) color excess and 

Colunn 10 contains the EH* -m ) color excess for those supernovae 

which had measured color indices. Column U contains an asterisk (*) 

for those supernovae which have additional information given in a note 

at the end of the table. 

When all the magnitude -.onversions were completed for a given super­

nova, the resulting B light curves from all the observers were used 

as input for an IBM 560 computer program, called EDIT, which combined 

the various light curves from different observers into a single final 

light curve for the supernova. The final light curves were plotted on a 

Calcomp plotter and an inspection of the plot immediately showed whether 

some of the light curves of individual observers still needed zero-point 

corrections. The final combined light curves were later fitted in the 

least squares sense by an analytic function derived from a theoretical 

model which is described in the next chapter. The light curves plotted 

out by EDIT were also very useful for determining the limits of the fit 

[only the rapid decline portion of the curve was fitted]. EDIT also 

punched out the combined light curves on IBM cards which were later used 

as input data cards for the fitting program. 

Plots of all the combined ligh', curves are given in Appendix 2. 

These plots also show the results of the fits described ir. the next 

chapter. 



Table 6-U 
Svaawry of the Photoaetrle Data and converalona 
Used tc Obtain the Light Curves for Thla Study 

Mag. 2ero«pt. Zero-pt. 
SN Mo. Galaxy observers Syatoa Converalon correc. Error t(B-V) *(•«-"•«*) Notea 

PI ™ 
1665a 1 M31 Hartwl* «nd other* a> v l a VIII yea 
1921c 16 H0C318U shapley • 
1937c 25 IC*»l82 Baade and Zvlcky • 0.05 • 

Deutach 
Farenago 

PI 
Si 

19374 26 KQC1003 Baade and Zwlcfcy • 0.U5 
Parenago PI 

1939a 30 *X*636 Baade • 0.1*3 
PI 

Clelaa • 
Hoffleit • *0?5 

1939> 31 WX^Sl Shapley a ^ 

* " "PI 
195»m 50 HOtftfU Hild * 0.13 0.15 

Pletra • 
Hoffawlater • 

PI 

9 
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T»blt 6-U (Contlmwd) 

Mm- Z«ro-»t. Zaro-at. 
Oalaxy Oaaarvara tyataa Convaralon Corraa. Error l (B-V) ! ( • - • ) Pataa 

l *3J 132 •QC3*3 Maky 
HUi 
ChlNoarlnl aM Marfan! 

•pt 

-Pt 
19b> 136 mexc&k •artel* at al . • IV 

Katm \ IX •oTo9 
! « * « 190 

* ~ " 
17VM 
MklOTt 

• p . 
•pt 
•pt 

-0?6 
ChaUaa 

• p . 
•pt 
•pt -0?35 

Ultaav* 

• p . 
•pt 
•pt 

lOfllMl pt 
•pt 

-0?6 

l * » * 1 » •0C3938 •artote, at al . •pt 
1*54 170 •00*753 Van Lyon* ami PaMurln 

CUU1 and tartan 
•pt 
•»v III 

1966J 186 NQC3198 
Chlnoarlni and Parlwotto 

•PI 
> IV 

Mho % IX •0?3 

1 * * 187 AMU* maMokl W VI 

1*6* 196 MMH« Clattl «M tarton •pt 

ya» 

09 

0.03 

<fe 
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Tabic 6-U (Continued) 

195»>a: Pletre'a aafnltudaa wore rcaeaaured by ftoalnl, wno uaod the aaaa coaparlaon etera aa Wild. 
Theee roaeaaurod valuta ara the onaa uaod In thla t heal a. An • light ourva waa alao 
aeaaured by Boyor (127, 128), but It waa not uaod for the light ourve In thla theala. It 
w i , however, uaed In oonjunotlon with the • aagnltudoa of Wild and Plotra to derive a eolor 
exoeaa !(• - • . ) - 0.15. Since the • and » aeaaureaenta were wade at different obaerve 

Ft P* Ft P* 
torlea, thla oolor exceaa value alght have been In error. But It waa poaalble to get an 
Independent oatlaate In the preaent caae becauae Wild (65) •eaeured (B-V) color Indleea for 
eeveral night a between the UUth and 109th day after a*xiauai. Coaparlng theae (B-v) aeeawe-
aenta with Pahovakll'a (B - V ) 0 -t relation gave a color exoeaa I(B - V) • 0.13 or, equivalent!/, 

195*b: The aagnltudea of Pletra have been corrected by Wild (65). The eolor exoeaa waa obtained 
from five (B -V) aeeaureaer.ta by Wild (65). The aeaauroaonta were aade between daya 6 and 27 
after W 1 M M < The eolor exeeaa waa obtained by coopering then with Pakovakll'a (B »V) -t 
relation. 

1956a: The • „ aagnltudea were not uaed In oonatructlng the final light curve for thla theala. They P v 

were, however, uaed In deriving the oolor exoeaa. 
1957a: The a aagnltudea were net uaed In ooratruotlng the final light curve for thla theaia. They P v 

were, however, ueed In deriving V.._ color exoeaa. There waa a high degree of aoatter In the 
(n -•_„) -1 oolor curve for thla aupernova, which la apparently due to a large eaount o' Pt P v 

obacurlng aatter between ua and It. Title large abaorptlon la probably the cauae of the low 
apparent luainoaity of thla •upernova. 

• A. 



Table 6-U (Continued) 

1960f: Tha magnitudes of Nanntno required a scale correction to make thea consistent, with those of 
Bertola. The scale correction relation waa obtained fro* their measurements of the magnitude* 
of ooafMuriaon atara coaaon to both eomparlaon sequences. 

1962a: There were not enough measured values of •_--• v to give the color axcaai directly, but the 
color excesa can be taken to be 0 because the supernova appeared in a faint luminous bridge 
of presumably late type stars between two elliptical galaxies. Furthermore, the two galaxies 
are at a very high galactic latitude ( -66J)j so there was probably very little absorption or 
reddening of the light within our own galaxy. 

1963J: The Magnitude measured on t>/2*/63 by Chlncarlnl and Margonl (96) was very far out of line when 
compared to the other Measured magnitudes. It was therefore Judged to be in error and m 
omitted from the light curve used In this itudy. 

19651: The B v&evnuudea 01 oiattl and Barton appear to have a zero point error of £B -0?l7, i.s., 
tney snist be "orrected ty »0?17 so that t>.e converted m magnitudes agree with those of P» Van Lyong and PanaxIn. The converted V magnitudes agree quite nicely with the magnitudes of 
Van Lyong and Panarin without any zero point correction. The B correction was also taken 
into account in computing the color excess E(b - V ) . 

I960J: This supernova occurred at the extreme edge of the galaxy so there was probably not very much 
reddening or absorption of ita light in it* parent galaxy. Thus any zero-point error introduced 
by the magnitude conversions was probably quite small. 

1968e: The B magnitudes of Clattl and Barton appear to have a zero point error, so they were not used 
in constructing the light curve for this thesis. They were used in determining the color excess 
E(B-V), but the zero point error was taken into account. (See also note above for 8N196!>1.) 
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CHAPTER 7 

t. MODEL FOR FITTIHC TOE LIGHT CURVE DATA 

Once the observed ligni curve data had been collected and reduced 

to a coanon photometric systes., it was necessary to determine a standard 

parameter to be used as a measure of the rate of decline of each of 

the light curves. It would have been simplest just to fit straight lines 

to the rap'.d decline portion of each light curve and to use the slope 

of the line as the standard parameter. But many of the light curves 

were somewhat fragmentary, and la some cases the gaps in the data would 

have made the fitting of such a physically unmotivated function a rather 

arbitrary procedure. This was especially true in those cases in whicn 

gaps occurred at the verv beginning or the very end of the rapid decline 

portion of the light curve. In such cares it would have been difficult, 

ani perhap? «•--»-rrn impossible, to i^t^rmine correctly a mean straight line 

fit to the entire rapid decline region. A better procedure seemed to re 

to fit the light curves with a function which is derived from a physically 

motivated aodel. The physical Iheory would hopefully guarantee that the 

function would correctly fit through the gaps in the data, and furthermore, 

even in curves where there are no gaps, would give a better fit to the 

data than would « simple straight line. Fortunately there does exist a 

physically well-motivated model for the type I supernova event which gives 

a relatively simple functional expression for the light curve. This 

model is the optical reverberation theory of Morrison and Sartori. 

Morrison and Sartori have described their model quite extensively 

in their papers (129, 130), so there is no point in giving anything more 
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than a brief description of it in this thesis. Basically, th. model 

assuaes that th? light from a supernova cooes not from "he explosion 

itself but rather from the response of circaastellar matter tc the 

explosion. The explosion produces a strong ultraviolet pulse vhich in 

turn excites fluorescence in the circumstellar medium at distances out 

to about 1 light year. For type I supernovae this secondary radiation 

is thought to be excited in a helium rich envelope which vas formed 

around the presupernova star by mass ejection. The properties cf such 

an envelope have recently been investigated in a paper by Arnett 'l;l). 

In the case of type II supernovae, no appreciable mass ejection is 

thought to have occur re : ~o that the .-O-i-ce c:" the ;"". ;c res** nee iz -hie:' 

the interstellar medium. Thus, type II supemovae are not so luminous 

as type T, and furthermore occur only in galaxies wh\ch are rich in gas, 

i.e. spirals and irregulars. In addition, the spectra of type II 

supernovae are dominated by the lines of hydrogen while those of t>pe I 

are dominated by the •'• - 5 transition of He II. In both cases the 

spectra are characteristic of a low density gas with Doppler broadened 

atomic lines present from the first. The optical reverberation model 

also accounts quite naturally for the fact that superno^ a light curves 

never exhibit secondary maxima since the cbserver is seeing, even on the 

first day, a considerable amount of light emitted from regions several 

light months from the explosion. This optical echo effect produces a 

smoothing of the light received, which obscures any structure in the 

primary pulse. 



The light echo pher.caer.on is illustrated in Figure ~-l. The super­

nova is at point S and observer is at point C which is st a distance L 

free: S. The observer first detects the supernova at tiae — after the 

priaary explosion. If the primary explosion is a :--f-.i.*i?rior. r._.:e, 

then at tiae t tfter this first detection the observer is receiving 

secondary raiiation from the points or. the ellipsoidal surface defined by 

r + d = L * ct. ~*-l) 

If the primary explosion is not a I-':-. ?+icr t . .-•-, ~_ .-. :-a*;rc. • i.~ 

spread over a time interval It, then the observer is receiving, at 

observer tine t, light from an ellipsoidal shell whose thickness is 

*cLt. 

Morrison and Sartcri constructed their model by considering a 

single line of the secondary spectrin 'e.g., the •- - J transition of 

Ke II) and a ~-f ;r.T'.ion ?rir.ar,. p.". ?*. w%: »..:.- ;r.f i • w *r.f -per"."a", 

intensity -r- ( P » a 1 of the Drimary pulse was equal to a constant 

(4 
\\V/C 

value \-T-I across *-.« aisorp-i«.v. r^so^a.?* v'-;i? . <-/:ri*es tie line i-

question. They assumed that the secondary emitters were distributed 

isotropically about the supernova. If the number density, absorption 

optical depth, and cross-section for absorption at distance r from the 

supernova are denoted by n(r), T (r), *»nd a 'r) respectively, and if 
V \. 

the probability that an absorber which is excited to the proper initial 

state will decay by emitting the line in question is denoted by a, then 

the luminosity at observer time t was shown to be 
a(t) - «ac ($1 j \ r 2l£ijdve-V''-ov(r) , (7-2) 

ct 
2 
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Figure 7-1. The Morrifion-Sartori light Echo Model. 
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where the last integral is taken across the absorption resonance. 

This is the basic equation of their theory. They then farther simplified 

the model by assueing that the absorption resonance is approxiaated by 

a rectangle of width Av and further that both Av and the number density 

n(r) are independent of r. This means that T (r) is Independent of v 

within the line and is given by the equation 

TV(D = -f , (7-3) 
wh-i-e S. is the m a n free path of the photons within the unifora envelope. 

They were then able to show that the luminosity is given by 

ac*>-{¥)'(!!> •«!&) (7-M 
where e and u are the electron charge and mass, f is the oscillator 

strength of the transition, n is the uniform number density and *w denotes the exponential integral function evaluated for the argjment 
ct 
—T-. This latter function i s defined by the expression 

V*> -f--X2 ds. (7-5) 

Morrison and Sartori called the model defined by Equation (7-1*) 

their uniform model. One cannot expect such a simple model to fit the 

entire light curve, and in fact they show that for a 6-function primary 

pulse, the luminosity defined by Eq. (7*k) always decreases. Hence, 

the model is only good for the declining portion of the light curve. 

Like almost everyone who has worked with type I light curves, they 

•ought to fit their model to the exponential tail of the light curve 

and were extremely successful in doing it. Figure (7-2) shows their fit 
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to the light curve of 5X1937* (in SOC1005). The fit is very good over 

the range from about day 75 after naTlmwm to the last recorded obser­

vations nearly 350 days later. Their other fits were Just as good or 

better; they were, for example, able to fit the light curve for SH1937c 

(in ICU132) from about day 30 to about day 600 after maximum. The values 

of A for their fits range between 50 and 100 light days thus implying 

helivs densities in the range of 1 to k ions cm . 

Although Morrison's and Sartori's fits to the tails of the light 

curves are impressive evidence for the correctness of their model, they 

are not of much use for analyzing the data in this thesis since it is 

the rapid decline portion of the light curve that is being considered 

here. But upon inspecting their fits, trie present author concluded 

that the same model might be used to fit that portion of the light 

curve also.* if the tail were simply ignored. Of course smaller values 

of A would be expected from such fits since the rapid decline portion 

originates from the echo interaction of th^ primary pulse with the inner 

layers of the circumstellar envelope. The ion densities in these inner 

layers would be expected to be greater than in the outer layers, and thus 
the mean free path of the photons would be less. 

In order to perform any fits at all with the model, it is necessary 

to reduce Eq. (7-1*) to an expression which relates observable quantities. 

Lumping all the constant multiplying factors on the right of (7-M into 

a single constant value k gives 

In measuring a light curve, the apparent magnitude m, rather than 
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luainositysu is observed. There are at least two ways of converting 

Eq. (7-6) to an expression involving a(t). One way is based on the 

relation 

•(t) - mo = -2.5 log M ^ l (7-7) 
where a and«L denote the peak •agnitode and peak luminosity. 

Substituting (7-6) into this expression and replacing the quotient k/^f 

by a single constant C gives 

HW] • ( t ) - mQ = -2.5 l o g | C E, f f l H . (7-8) 

This expression coold then be used for f itt ing the observed l ight curve. 

The constants C and A would be the unknown paraaeters to be deterainfcd 

by the best f i t . 

toother way to reduce Eq. (7-6) to an expression invclving Magnitudes 

i s to rewrite (7-7) in the font 

,-i 'o.u r«(t) - . i i ~ 3 r log*1 {o.U [.(t) - .J} 
Substituting (7-t>) into this last expression .give,; 

C 
* ( & ) . log-^o.i.f.CtJ-.J} ^ W l > f>») 

which involves only •ensured quantities and the two constants C and A 

to be determined by the fit. In order to choose «nich of the two 

expressions (7-9) and (7-9) gives the best fits, it is first necessary 

to specify the fitting procedure. 

The usual criterion of best fit is the least squares principle 

and that is the one that was chosen here. Since both (7-8) and (7-9) 

are non-linear in the paraaeters to oe determined, the procedure 
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necessarily involves non-lineer least squares. The solution technique 

that was chosen was a siaple iteration which begin* with initial estiaates 

C*°' and \ and calculates at each si»p, i, improved estiaates 

*»> - A ' " ) • **<'>. 

where the corrections AC* ' and btS ' are obtained by solving a linear 

least squares problem. Equation (7*9) vas chosen as the foraulatico to 

use because it gives a auch siapler linear least sqoares problea at 

each step than does (7-8 )• 

It is convenient to rewrite Equation (7-9) in the for* 

y(t) = c Ej (§|-) , (7-10) 
where 

y(t) = — ^ n — J -4 . (7-ii) 
log^o.i* [.(t> . .J} 

A light curve consists of a total of, say M, observed points ft., a.| 

from which the set of points It., y.1 can be coaputed by aeans of 

Eq. (7-11). The least squares problea that aust be solved then is that 

of ainiaising the expression 

0 i f* -c ̂  • ^ 
In order to find the ainiaua, it is necessary to differentiate D with 

respect to the two parameters C and A and to set these two derivatives 

equal to zero. Taking into account that the exponential integral, 

hM -/ T-*"» 
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has as i t s derivative 

dx 
one gets 

3D 
IT 

*-j&-«*(^(2i)-* (7-13) 

(7-1U) 

These two equations are analogous to the noraal equations which arise 

in connection with linear least squares problems. They are, however, 

non-linear in the unknowi parameters C and A, and hence, they must be 

solved iteratively. The it: rative technique that was chosen is based 
(o) (o) upon a Taylor series expansion in terms of C aud A. If C and A 

are estimates of C and A, then for etch point t., the fitting function 

can be written 

C E. ..(£). c<.\ (&)•££! 
A=A 

(o) 
(o) 

(C - C<°>) 

3A O C ( o ) 

\A - A'°') + (higher order terms). 

where the higher order terms are products of the higher order derivatives 

with respect to C and A with higher powers of the quantities 

and ̂ A - .\ ft including terms with mixed derivatives and mixed powers. 
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In order to obtain a manageable iterative technique, one drops the higher 

order terns. Defining tC md oA by 

IC « C - C ( o ) , 

M » A - A ( o ) , 

calculating the required derivatives, and ignoring the higher order terms 

gives 

If this expression is substituted into Equations (7-13) and (7-lM, 

with the values <T°' and A*°' being substituted also in the multiplying 

factor outside the square brackets, one obtains, after considerable 

algebraic simplifications, tfce two equations 

•(7-15) 

2. 
LA 

M c(o) 
'£•757 "» 
i*l A (• S * • -N3»)l 

(7-16) 
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These two equations arr linear in the unknown parameters AC and oA. 

They are, in fact, the normal equations for a linear least squares 

problem. If this linear least squares problem is viewed as an over-

determined system of linear equations, then the system matrix is given by 

k(o) _ 

h 

/ctM \ c(o) / <*„ \ 

the right hand side vector is given by 

*-«N3&) 
. ( •>« 

*2 - ̂ m 
*. - c c o \ m 

and the required solution vector is 

» - tc 
LA 

(o) 

(o) 

(7-17) 

(7-18) 

(7-19) 
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Of course, if M > 2, then the system 

& { o > * - _ ( o ) 

will not cenerally have any exact solutions. The least squares solution 
(o) x is the best approximate solution, i.e. best in the sense that it 

ainiadzes the SUB of the squares of the deviations, a quantity which 

can be written in vector-aetrix 

The least squares solution is, however, the exact solution of the set 

of normal equations 

_ _ __ _̂  m _____ — 
notation as (b<°> - £ < ) T (bj°> - ^ ° > x ) 

[ A ( 0 ) ] V 0 , _ ( 0 ) = [ £ C O ) ] V O ) . 
(7-20) 

This last expression is Just t_c vector-aatrix way of writing Eqs. (7-15) 

and (7-16) as can easily be verified by substituting Eqs. (7-17) , (7-18), 

end (7-19) into the above expression. 

Once the solution vector x / ° ' i s obtained, new, and hopefully 

iaproved, estiaates of C and A can be calculated by 

C ( D - c (o ) + ^(o) f 

A^> = A<°> • M<°> 
(7-21) 

( • " ) Then the whole process can be repeated, using the new estiaates C and 

A to compute two new corrections tC and -A , which are in turn 
(2) (2) used to c ipute new estiaates C x ' and A x , etc. The iterative aethod 

thus consists of solving at each step a linear least squares problem in 

order to obtain the next correction to the solution of the non-linear 

problem. The iteration is continued until the corrected solution 

parameters converge to a suitable number of decimal places (provided 

of course that the iteration does converge). 
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There are a iu=&cr «f good ways for solving the linear least square 

problem at each step. The classical Method is to form the normal 

equations (T-2C), or equivalently, (7-15) and O l c ) , and to solve them. 

More modern techniques, developed mainly for use on automatic digital 

computers, calculate the solution directly from the matrix A, Eq. (7-17), 

and the vector b, Eq. (7-13). One of the latter methods was chosen 

for the program used here - mainly because of the relative ease with 

which it could be generalized in case a different or more complex model 

should be adopted in the future. In such a case it would be necessary 

only to change the input matrix A and the input vector b to accommodate 

the new model. The remainder of the computer program would not be 

changed. 

The method that was chosen is th» Householder orthogonal factorization 

technique which was invented by Alston S. Householder, who refers to it as 

factorisation by elementary Hermitian matrices (132). The specific 

algorithm that was used has been described by Gene Golub (133)• A 

FORTRAN program was written for the IBM System % 0 computer of the 

University of Illinois Digital Computer Laboratory. This program was 

designed to accept as input: (a) the light curve data from the EDIT 

program described in the previous chapter, (b) the time limits for which 

the fit was desired (e.g. from 10 to ^0 days after maximum brightness), 

and (c) the initial estimates < T 0 ) and A^0'. It set up the iteration 

and allowed it to run until either: (a) the parameters had converged 

to the desired accuracy (U to r, decimal places), (b) a pre-specified, 

upper-limiting number of iterations had been completed, or (c) the 

parameters began to diverge wildly. For solving the linear least squares 
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problem at each step, it called a subroutine named DLLSQ which vas 

obtained f-om the I W Scientific Subroutine Package '15-'• This sub­

routine uses the Householder factorization technique to obtain the 

solution. The program also used the subroutine SCPI '1J-) from the same 

Subroutine Package for calculating the values of the exponential integral 

function needed in forming the matrix A and the vector b_ at each step. 

The program gave as output the final "converged" value: of the parameters 

and the observed light curve together with the fitted light curve both 

in tabular and graphical form. An example of the graphical output is 

given in Figure 7-3• The height of the vertical straight line at t = : 

represents the estimate of the peak magnitude a - The fitted curve 

was obtained after 5 iterations of the non-linear least squares prcgraa. 

The initial estimates for the two parameters of the fit were C" - l.?l 

and !•} - 6.9. The final converged values were C = .5"~21 and 

A = ?.095. 

The curve gives a very good fit of the observed data in the rapid 

decay section but diverges widely from the observed data in the slowly 

decaying tail. In fact, no attempt was made tc fit the latter segment. 

The only data used in the fitting procedure were the observations taken 

between t = U and t = 26 d*ys. There is no need to fit the data outside 

the region used for the expansion test. Furthermore, a few test runs 

soon revealed that the Morrison'Sartori Model is not capable of 

simultaneously fitting both segments of the light curve. The results 

of three of these test runs are illustrated in Figure 7-i,. The observed 

light curve for SN196lp was fitted in segments using different fitting 

limits for each fit. The fitting limits together with the resulting 
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final parameter values C and A are given in Table "*-l. The fitting 

ft 

Table 7-1 

Results of the Fits of Morrison's and Sartori's Model to Three 

Different Regions of the Light Curve for SNlfclp. 

1 

Fit 
Fitt ing Limits 

(days after t ) C A 
Range in Which 

The Fit i s Good 

(a) 5.6 68.6 •715 17.0 k.- - s--.} 

Cb) 28.5 9^.f .216 3^-3 33.= - 68.c 

(c) 5C h 1U2.3 ,?-?k2 137-3 5'.' . - l*-3.i-

l imits are indi< :ated in the fi .sure bv the dashed vertl Leal straight l i n e s . 

The first curve, (a), gives a good fit to the rapid-declino part of the 

light curve but does not fit the observations over the entire range of 

the fitting limits. It diverges noticeably after day S5. On the other 

hand it extrapolates backward quite nicely fmn the lower limit and 

fits the observed data back to day U.3. This backward extrapolation 

bonus was a very common onTnrrrrje in fitting the early parts of other 

light curves. Extendirj the range of the fitting limits to 3.6 - 9U.5 

gave a fit (not shown in the figure) which was very similar to (a). 

Its range of good fit was also U.5 - 55'3 days. Thus including more 

points from the tail of the light curve within the fitting limits made 

almost no differerco in the fit. The fit was dominated by the points 

in the rapid decline portion. 

Skipping (b) for the moment, consider the third curve, («.•), which 

illustrates what happens when the fitting limits include only points 
» /» 

b\-<JL 
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from the tail of the light curve. The curve fits the observed data over 

the entire range of the fitting limits. The observed data for this 

supernova go only through 1̂ 3.i- days past maximum, but Morrison and 

Sartori have given examples (130) in which they were able to fit the 

tails of some light curves over ranges of several hundred days (e.g. they 

were able to fit the tail of ';he light curve of SK193 fc over a range 

of ~3'„ days to ~£C0 days after maximum). 

Curves (a) and (c) show that the «odel can be used to fit either 

the rapid decline part or the tail of the light curve quite well. 

Curve (b) illustrates what happens when one attempts to fit the middle 

section of the light curve. It is the poorest fit of the three. 

The curve does not fit the data over the entire range of the fitting 

limits but tends to favor the earlier part. This inability to succesfully 

fit the middle part of the light curve was noticed in other examples 

also. It is as though the region where the slope changes from rapid 

decline to slow decline arises from a physical cause that is beyond 

the power of the simple uniform model to explain. On either side of 

this region it seems quite adequate. 

It is not surprising that the simple uniform model is not adequate 

to fit the entire declining portion of the light curve. It assumes a 

constant uniform density for the envelope surrounding the star. The 

formation of such an envelope with a ridius en the order of 100 light 

days is very unlikely. One would rather expect a decreasing density 

with increasing radius, and this is exactly what the three fits shown 

in Figure 1-h predict. The values of A for the three fits were (a) 

17-0, (b) 3U.3, and (c) 137-3 light days. Since A is equal to the 
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mean free path of pLotons in the envelope, this increasing sequence of 

values represents a steady decrease in density. For the first- 30 or 

Uo days the light curve represents the repon&? of the denser inner layers 

of the envelope and after 50 days or so it represents the response of 

less dense outer lay?rs (or perhaps of the surrounding interstellar 

medium). The fact that it is easy to fit either the earlier part or 

the later part of the light curve separately, but not to fit through 

the region where the slope changes, suggests that the envelope may be 

composed of two regions. The assumptions of the uniform model are 

approximately satisfied in each region. While this is an interesting 

speculative hypothesis, to pursue it further is outside the scope of this 

thesis. It suffices for the present purpose to have a model that can 

be used to fit the rapid-decline part of the light curve alone. 

In order to test the expansion hypothesis, it is necessary to have 

sosce property or parameter of the fitted curve which can be used in a 

test for correlation with red shift. If a simple straight line fit had 

been chosen, then thj natural parameter for comparison would have been 

the slope of the straight line. The situation is not so simple in the 

case of the exponential integral fit. In the case of the straight line, 

the slope gives an average measure of the rate of decline over the 

entire rapid-decline portion cf the light curve. In the case of the 

exponential integral there is no easy '.ray to define such an average 

rate. Of course one night try to use the slope at a certain "standard" 

point in the curve, such as 25 days after t 0, or at the point where the 

apparent magnitude is equal to m + z .0, or some other specifically 

designated point that could be readily determined for each fitted light 
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curve. The fit*- in this kind of procedure is that the slope obtained 

would be very sensitive to errors in the estimates of t and/or a . 
o o 

Another approach would be to use soae "standard" tiae lapse on the 

light curve. According to Equation (^l), an observed tiae lapse At 

is related to the tiae lapse At which would be aeasured by an observer 

in the saae galaxy with the supernova by 
At = Ato (1 + £) , (7-22) 

where V is the red-shift velocity — assuming that the red shift is 

truly a Doppler velocity effect. Thus one could pick soae "standard" 

tiae interval that could easily be determined for each fitted light 

curve and could test this interval for correlations with the red-shift 

velocity V. One such tiae lapse would be the time required for the 

apparent brightness to drop by a certain amount below peak brightness, 

e.g. from m to m + 3m.O. But this kind of time period would be o o 
sensitive to errors in the estimates of m and t . An alternative would 

o o 

be to choose some time interval like the time required to change in 

apparent brightness from n + l'.O to n + 3 .0. In calculating this 

kind of interval, one would hopefully subtract out most of the effects 

of errors in the estimates cf m and t , and, in fact a series of 
o o' ' 

numerical tests, which are described in the following paragraphs showed 

quite clearly that this is exactly what happens. 

In order to test for the effects of variations in the estimate of 

t , the light curve data for SN1936a were run through the fitting program 

? times, each time with a different value of t • Th..» same points were 
o 

used in the fitting procedure each time, and the value of m was also 
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held constant so that the only thing that varied was the estimate of t . 

The results of these tests are • i•— • • 1 n il in Table ~-2. Colvmn 1 gives 

the estiaate of t - Column 2 gives the lower limit of the fitting range 

measured in days after t 0, and Colusa 3 gives the upper liait of the 

fitting range. Note that the limits of the fitting range change by 

exactly the same amounts as the estimates of t . This was done so that 
o 

exactly the same data points would be uted in each of the five fits. 

Columns k and 5 give the final converged values of the parweters of 

the fit. Columns 6. ?. and S give the number of days (measured from t ) 

required for the fitted light curve to fall to the values m * 1 . 0, 

m + 2m.O and m + 3*. 3 respectively. Note that the changes in the 

entries along any one of these three columns are almost exactly the 

same as the changes in the estimates of t . Column > gives the number 

of days required for the fitted curve to fall from a • 1*.0 to 

m + 2*-jf and Column l: gives the number of days required to fall from 
m + 1 .0 cc m + 5*. -. The entries in column 9 are obtained by sub-o o 
tracting those in column t from column ?, and column 10 is obtained by 

subtracting column 6 from column 3. The entries in these last two 

columns are almost invariant. This lack of sensitivity to variations 

in t maker taese two parameters much better candidates for the comparison 

parameter than the three quantities in columns 6, 7, and o. 

The tests for the effects of variations in the estimate of a were 
o 

very similar to the ones Just described for variations in t . The 

light curves of several supernovae were tested. One of these was 

SN1957b, and the results, which are summarized in Table 7-5, are quite 

representative. The estimate of t (t = JD2';35969.0) and the fitting 



T. *~ 

% 

k 
at 

i 
i 
% 
m 

i 
I 

r* *» 
•s V. 

O 

I 
I 

I 

2L 

a? a 

* 4 
2LL 
3 4 ar 
st 
3̂  

ai 
SEL 

C; * 

a c- c. -r 
*-. _- v ** 
cvj a a c. 

c. 

r - -t <?• «*• 
-" -S CM «-« 

CJ Oi « f -
• • • 

d) t ) (fi •̂  * £ 

i-t <?• r~ 
OJ iH »-l 

r. 

>*> w w 

CJ 

<\J 

- » CM 

4» 
V 

52 

0 

8 J? 8 a 8 
K # * tt $ 
o w - a v̂ > <J\ 
< < < < < 
r\ I A if\ K \ n 



112 

range (t, = 9.0, and t = 31.9 days after t ) were held constant lo up o 
while the estimate of a was varied. Coluan 1 gives the estimate of 

a . Columns 2 and 3 give the final converged values of the fitting 

parameters. Coluans h. 3, and 6 give the nuaber of days (aeasured froa 

t ? reouired for the fitted light curve to fall to the values a + 1 .0, 

a • 2*.3, and a + 3"«0, respectively. Coluan 7 gives the nuaber of 
O O """~^^^* 

days required for the fitted curve to fal l froa a + l".0 to a + 2r.0, 
o o 

Table 7-3 

Effect of Changes in the Estiaate of a on Various Comparison Parameters At 

"o 
D 

C A (A*=D 
3 * 

(Am=2) 
3 ^ 

(A«=3) 
D At 

(AB=2-1) 

•) At 
(aa=3-l) 

12.20 

12.kl 

12.60 

.7U 

.89 

1.07 

11.0 

11.0 

11.0 

11. ho 

13-36 

1%U 

22.29 

2U.75 

27-30 

35.33 

38.13 

UO.97 

IO.89 

11.39 

11.86 

23.93 

2U.77 

25.53 

end Column 8 gives the nuaber of days required to fall froa a + l"-0 

to a + 3*.0. The effect of a 0*.2 variation in a is to produce changes o o 
of approxiaately 15'-, lOl, and 7>5t in the paraaeters tabulated in 

coluans U, 5, and 6, respectively. The same variation in a produced 

changes of only about h.% and 3-2% in the parameters tabulated in 

columns 7 and 8. Clearly, these last two parameters are better candi­

dates for the comparison parameter than the former three. 

The comparison parameter that was finally chosen was the time, 

measured in days, required for the fitted curve to drop froa the value 
m * 3™.5 to the value a + 2*.5. This parameter, which shall be o o 
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denoted by At , is relatively insensitive to variations in the estimates 
c 

of • and t . It describes a region of the light curve which is o o 
completely contained in the rapid descent portion and furthermore covers 

about 60-70^ of that region and is centered in the sdddle of it. Also, 

for all the supernovae in this study, the final fitted curves gave 

very good fits to the data in that region. 

The numerical tests revealed that the goodness of the fit is not 

much influenced by -variations in the values of • and t . The goodness 
o o 

of the fit is, however, affected by variations in the fitting range 

(i.e. the set of points used for the fit). This fact has already been 

discussed in connection with the light curve for Smg6lp. Anothttr series 

of tests was carried out using the light curve for 8H1957C. In this 

series, the light curve data was run through the fitting program 16 

tines, each tine with a different fitting range. The results of these 

tests can be suaasrited very succinctly. If the fitting range gives 

a good coverage of the rapid descent portion of the curve, then the 

program gives a good fit to that portion of the curve even if t!?» fitting 

range extends somewhat into the flat portion of the curve. The fits *xe 

somewhat better if only points from the rapid descent portion are 

included in the fitting range. Therefore, for all the fits used in 

this study, the fitting range was chosen to cover only the rapid 

descent portion of the light curve. 

The tests on fitting range also showed that if the fitting range 

is shifted sway from t in such a way as to exclude the first part of 

the rapid descent portion but to include the second part together with 

several points from the flat portion, then the fitted curves do not 
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give good representations of the entire rapid descent portion. 8aid 

otherwise they do not extrapolate backwards very well. On the other 

hand, if the fitting: range leaves oat the first part (say half or leas) 

of the rapid descent portion and includes the walnder of that portion 

only, with no points from the flat portion, then the resulting fits 

do extrapolate backwards to fit the first part of the carve very well. 

Similarly, if the fitting range includes only the first part (say half 

or nore) of the rapid descent portion, than the resulting fit extrapolates 

forward to give a good fit to the renal near of the rapid descent portion. 

Thus, if the fits are carried oat properly, then the aodel achieves one 

of the goals that van set for it when it was adopted for use in this 

study. It helps to fill in gaps in the data. 

The effects of gaps in the niddle of the fitting ranges were tested 

also. This was done by running another series of l£ different fits on 

the light curve data for SKL957C The fitting range was varied and 

each of the 16 fits had gaps in the data which were introduced by 

discarding sone of the points in the aiddle of the fitting range, ib* 

results showed clearly that if the fitting range includes only points 

from the rapid descent portion and that if the gap in the niddle is 

not too long (say not nore than half the length of the fitting range), 

then the fitted curves give a good representation of the data that was 

removed to create the gap. It does not nake much difference whether the 

gap is centered in the aiddle of the fitting range or falls slightly 

earlier or slightly later in the range so long as the remaining data 

give a fairly adequate representation of the light curve. 
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The one rule that most clearly emerged from all the tests on 

fitting ranges and gaps in the data was that in dealing with a light 

curve which has gaps, it is essential to include in the fitting range 

only points from the rapid descent portion of the light curve. If 

the data for the light curve were somewhat sporadic, then it wa* some­

times difficult to tell exactly where the rapid descent portion left 

off and the flat portion began. In such cases, the fits were carried 

out several times for that light curve, using a different fitting 

range each time. The fit which appeared to give the best representation 

of the data was then chosen for use in this study. One trick which 

helped in making this decision was to superimpose the light curve in 

question on that of a supernova whose light curve did not have any gaps 

and which had the s nme shape as the light curve in question (i.e. the 

poorly measured light curve was fitted by a well measured light curve). 

The final fitted curve was then chosen to be the one which gave the 

best fit to the superimposed well-measured curve. 
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CHAPTER 8 

THE RESULTS OP THE FITS 

All of the light curves in this study were run through the fitting 

progri described in the preceding chapter. Most of them were run 

several times using different fitting ranges in order to get the best 

possible fit. •early 100 fits were made in order to get the final 3V 

used for this study. All cf the fits vere completed before any attempt 

vas made to detect a correlation between the comparison parameter fitc 

and the redshift symbolic velocity V . This procedure vas adopted so 
r 

that the final choice of fit for each light curve would be completely 

objective and uninfluenced by any presuppositions about the nature of the 

red shift. The graphical results of the final fits are given in Appendix 

2. The final converged parameters of the fits are given in Table 8-1. 

Columns 1 and 2 identify the supernova. 

Columns 3 and '•* give the estimates of peak apparent magnitude, m , 
and date of peak, t . o 

Column 5 gives the symbolic velocity of recession, V , corresponding 

to the red shift of the parent galaxy. These velocities have not been 

corrected for tbe solar motion about the nucleus of our own galaxy. The 

red shifts for some of the galaxies have not yet been measured* In 

these cases it was necessary to estimate the symbolic velocity by using 

the Kubble law and various luminosity functions for galaxies. Tbe methods 

used are described in more detail in the next chapter. These estimates 

are tbe values enclosed in parentheses. 

Columns 6 and 7 give the lower and upper bounds of the fitting range 

expressed in days after peak brightness. 
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Column 8 gives the ntsaber of points used in making the fit. 

Columns 9 and 10 give the final converged parameters of vhe fit. 

Column 11 gives the value of the comparison parameter At . the 

number of days required for the apparent Magnitude to change from 

• + df 5 to • + ^ 5 . o o 
The main purpose of this thesis is to test whether there is a 

correlation between the comparison parameter At and the symbolic 

Telocity of recession V . The prediction of the standard expanding 

universe theory is that 

where (at ) is the intrisic value of the comparison parameter, i.e. 

the value that would be determined by an observer in the same galaxy 

as the supernova, this formula is strictly valid only for velocities 

V which are small relative to the velocity of light c, a restriction 

that is completely satisfied by all the galaxies in this study. 

Rewriting aquation (8-1) in the form 

* c » ( * c > 0 * i ^ V r (8-2) 
C 

emphasizes the linear form of the correlation that is predicted by the 

expanding universe hypothesis. Even though the type I supernova 

phenomenon is remarkably uniform, there is still a considerable amount 

of variation among supernovae in the rates at which their luminosities 

decline. Hence, it is not reasonable to expect that (At ) i» * single 

constant value which applies to all supernovae. This means that the 

expected slope of the shove linear relation must be calculated from an 

estimate of the mean value of (at ) • The best way to get such an 
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estimate i s to calculate the average value of (fit ) for some collection 

of light curves which i s thought to be a, representative sample of the 

basic parent distribution of light curves. It i s important to sake 

sure that no bias i s introduced into the sample by the effect which i s 

being tested for. In the present case, that aeans that the saaple should 

include only l ight curves for which the associated values of V are so 

small that they can "as neglected. The sample should include only super-

novae in relatively nearby galaxies. 

There are 22 supemovae in this study with values of V less than 

2000 tan/sec. All of these symbolic recession velocities are based on 

measured red shif ts . One of them, SH196lh, has a At value which i s much 

larger than the other*. If the other 21 are taken as a sample, the 

resulting average value of fit i s 

( f i t t ) o = 16.6^ days, (8-3) 

and the standard deviation i s 

°T(fltc)0] = 3.89 days. (8-U) 

For SH1961L, the value of fit i s 29.3 days which i s more than 3 standard 

deviations greater than the mean value. Since none of the other 21 

valuer of fit vary tyre than 2 standard deviations from the mean value, 

i t i s natural to suspect that SN196lh i s an outlier. Therefore, a 

standard outlier t e s t , which has been described by F. E. Grubbs (136), 

was applied to the sample. The test i s based on the statist ic 
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where 

n - 1 _ 2 

S n - i - l ^ " ^ 
S Z (x - I ) 2 

i = 1 

• $ * - > 

and 

X l S x 2 S x 5 5 t n-

- 1 n * 1 

x = —— Z x . , 

- 1 » 
X = — I X. 

n i = l ± 

In the present context, n = 22, and the x. are the values of at arranged 

in increasing order with x being the fit for 196lh, i.e. 29.5. The 

value of x is the average of the sample when 196lh is excluded and is 

equal to 16.6U. When 196lh is included in the sample the average x 

is ecual to 17.23* The vu*.ue of the test statistic is 

s n
2 

-5 = 0.657, 
sr 

a value which rejects the observation at the 99$ level of significance. 

Thus the test indicates that 196lh is almost certainly a true outlier 

and so it will be rejected in the following for any tests involving toe 

parameter fit . It will, however, be used for some of the studies in 

the next chapter on the absolute magnitudes of supernovae because its 

light curve has a very well defined, measured peak. An inspection of 

that light curve (see Appendix 2) shows why 196lh is an outlier. 
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Although the peek is well defined by the observations, the part of the 
curve that is of interest for determining At c is defined by only the last 

three observations. The observation preceding the last one appears to 

be inconsistent with the others, being too high. It probably represents 

a measuring error. It would present no prbblea if there were a large 

masher other observations defining the light curve, but because of the 

paucity of points, it carries an inordirate weight in the fitting 

procedure. 

When the At value for SKL96lh is excluded froe the saaple of 

supernovae with aeasured symbolic velocities less than 2000 km/sec, the 

resulting average value of At is 16.64 days. Using this average as 

an estimate of (fit ) gives 

as the estimate for the slope of the linear relationship given by 

Equation (8-2). This is the slope which the expanding universe hypothesis 

predicts for the linear correlation between At and V (if the two are 
c r 

indeed linearly correlated). The obvious next step is to perform a 

least squares, straight line regression of At on V for all 36 super-

novae in the saaple in order to determine whether there is a correlation 

and, if so, what the slope of the correlation line is. Before doing 

that, however, it is interesting to check the distribution of At for 

the 21 supernovae with V S 2000 km/ssc. This distribution is shown 

in Figure 8-1, where the relative frequency of occurrence of At is 

plotted against the deviation of At from the average value (At ) • 
c c o 

16.6U. The histogram i s the observed distribution and the smooth 
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Figure 8-1. The Distribution of At for the 21 Supemovae with 
Measured Red Shifts 2000 ka/»ec. 
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carve i s the noes*! distribution which best f i t s the observations. Each 

box of the histogram i s 3-5 days wide and the number of sample points 

that fa l l in the box ia wr^len at the bottom. The standard devia&ion 

for the distribution ia 3-89 days. There are not enough points in the 

total sample to apply the Chl-sqaare goodness of f i t t e s t , bat i t i s 

obviou by visual inspection that the normal distribution f i t s the 

observed distribution quite well. 

Since the intrinsic distribution of ( o O - i« apparently nomal, 

the least squares technique i s appropriate for f i t t ing a straight l ine 

relation to the •—iJi of 56 (V . «t ) observations. (The condition of 

normality i s not a necessary condition to •eke the least squares pro­

cedure valid, but i t i s certainly a sufficient condition). A FORBAK 

program, called LUP1T, which gives the outpat graphically, was written 

for an IM 360 computer. The result of the f i t to the 36 ( » r , AQ) 

observations i s shown in Figure 8-2. The horizontal dashed line 

represents the average value of At for the 36 points; that average i s 

(flip = IB .1*1 days. (8-7) 

The solid line is the least squares regression line, 

At c • 17-^ • (3.21 X 10"1*) v p • (8-8) 

The standard deviations of the parameters are * 0.95 for the intercept 

and ± I.96 X 10 for the slope. The latter value is quite large 

relative to the slope itself as should be expected considering the 

wide scatter in the data. The correlation coefficient is 0.271, a 

value which at first glance seaas to be so low that it would be 

impossible to support the hypothesis that the observations differ 

significantly from a random scatter diagram. 
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1st tte significance of tte correlation coefficient djapends also on tte 

of otecrvntioBS. In tte peasant casa % points i s anon** to 

ttet tte correlation i s significant. Tte statistic for tasting 

tte corralation i s 

t c « *V»1* (^9) 

r is tte correlation coefficient and n i s tte master of points 

in tte sanpla. Its distribution is tte t-distrinution with n - 2 

of freedom. Tte value of t in tte present casa is t » 1.638 whi.-h 
c c 

•tans ttet tte corralation i s significant at tte 93* level. Mere 

precisely tte statistical test rejects tte hypothesis ttet tte tr?e 

relation i s a random scatter distribution about a constsnt mean at tte 

93* level of significance. Tte statistic fur testing whether tte slope 

b of tte fitted line differs from some other value B i s 

» °b 
where o. i s tte standard deviation of tte fitted slope. In tte case 

B » 0, t_ reduces to t e ; i . e . , tte statistic for tasting whether tte 

fitted slop* differs from xero i s tte same aa that for testing tte 

correlation coefficient. Thus, tte probability of obtaining a slope 
-U as large as or larger than tte value 3*21 X 10 . i f tte relationship 

truly **** s random distribution about a constant aean, is only 0.07. 

The classical theory of a static universe predicts a slope of 

sero for tte relation between At and V r. Thus tte t-test appears to 

reject tte hypothesis that tte universe i s static, in spite of tte great 

scatter in tte data. But tte fitted slops is 
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3-a .•-10"4 * 1.96 x 10"* Jjj^ , 

while the prediction of the classical fwpanrtlng universe hypothesis is 

a slope of 5-55 X lo" 5 J ^ • Taking B canal to this latter value in 

conation (8-10) gives tg = 1.356, a value which rejects the classical 

expansion hypothesis at the 9a£ level of significance. Clearly these 

data are not good enough to distinguish between the two hypotheses, but 

surprisingly they appear to reject both of than with a fairly high 

probability! Of coarse, all of these statistical arganents pinna 

that the data are not biased by systematic errors in the redactions or 

selection effects in the observations. Therefore, the next step is to 

establish whether the data are contaminated by such effects. 

There are three stages in the reduction of the data at which 

systematic errors could have been introduced: (1) the reduction of 

the measured light curves fron the photometric system in which they 

were measured to the *__ S»*tsn, (2) the estimation of the peak magnitude 

m Q and time of peak t , and (3) the fitting of the theoretical model to 

the observed light curve (tte program may have introduced systematic 

errors depending oti the number of points in the fitting range). These 

possibilities were discussed in Chapters € and 7* Those cLapters 

described tests that w*re aade before and during the reduction process 

in order to assure that no systematic errors were being introduced. The 

results indicated that the reduction procedures would produce a consistent 

set of light curves, but it is still possible tc test the methods further 

using the reduced light curves. 
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It is not noaaible to taat tat effects of tba redactions from all 

T tt. « i t f » l * « - . t r i e « f W « . ^ 

not emeagh ••—!>'•• of seme to give aaeninffal statistical 

The task ia farther rammll rated ay tba fact that tba ufjailitsu betaac 

tba various syataaa aaat be liaitad to 

with similar velmea of ¥ p . It weald not aa correct, for oxsmnl*, in 

originally —arwsd in tba a. system with 

ia tba ai system, to choose all of tba foner froa nearby gal—lea 

(aaaller ? r ) and all of the latter froa nore distant galaxies (larger * r ) , 

since tte correlation between At ead V aar wall be a real effect which 
c r would intradnce a bias into the comparison. Talcing these cooaiderations 

into account, it was possible to nake two conperisons. Using only 
with V r < 2000 ha/sec, there are 12 light carves that were 

originally measured ia the •_ systea and 2 that were neasorcd in the B 
Fa 

system, the average value and standard deviation of At for the m -
c pg 

carves were at * 17-01 ± 5-68 end the cur responding values for the 
c 

redaced B-curves were 18.80 ± 6.9U. Sines each of the two average valnes 

l ies within one half of a standard deviation of the other i t i s probably 

safe to say that they do not differ significantly. In the velocity 

range 5000 <Vr < 800O, there are 3 light carves that ware originally 

Measured in the n systea and 3 that were measured in the a system. 
PC V 

The comparison values of at for these two samples are 2C.9L * U.59 and 
20.65 * 1.31. This is very good agreement between curves originally 
measured in two very different magnitude systems. 

In testing the effects of the methods for estimating t and m , only 
supernovas with V < 2000 km/sec were used. The results of the tests 

r 
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- the a * * * , fee- d e t e c t * . , t o are g i v « i . M l * 8-2. 

8 aiMjmnuiB* i " the seaal* for which the t i a * of anlaaa cool* he 

or 

At for theae 8 carves are 15-9 * 5-2. Bote that the 

c 

TAKE 8-2 

Valaes of A* for the vskioas IhlhiaH for Bstl—tlag t 
Methoi •saber at (Av. ± Std. Dev.) 

l ight carve 8 15-9 * 5-2 
•etboi (Fafeovakii) 2 18.7 * 7.1 

Point-k aethod (Fstovskii) 3 16.3 * 1.9 
Average l ight carve Method (ratovakii) h 16.3 * 2.k 
Observed color carve Method (Beat) 2 19.5 * 2.2 
Average l ight carve aethod (Raet) 2 15.8 ± 1.3 
All PBkovskii estimates 9 16.8 ± 3.2 
All Snat estimate* It 17-7 * 2.6 

of At for a l l the other aetbods of estiasAing t l i e well within one c o 
atandard devistion from the average for these 8 . Sote also tbe good 

between the 9 eatiastea ssde by FskovaUi and the k aune by 

tost. The results of the teats on the eethods for detezsining a 
o 

given in Table 8-3. For 9 of the light carves the peak nagnitadea were 

eetlaeted directly froa the observations. Tbe average valve of At 

for theae nine curves is 15.7 * ^.9* The reduced light carves for all 

of tbe other Methods gave average values of fit which are well within 

one standard deviation of this value. 
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TAKE *-3 

Valnee of at far the Various Hatha** of tstiaating • 

9 15-7 * *.* 
(FstovsUi) \ 16.3 * 5-7 

(HI—sail) % 17.5 * 7-9 
Mat-k aathos (feast) k 10.3 * 3.0 

It i s especially tenia! ant to 

la the f i t he* a rjHaaallc affaet on th« rasalt of tha f i t 

This i s bacaasa tha aaarar (lever V r) 

completely observed than tha acre distant (higher T r) ones. All of tha 
8 supeincwao with V r > 6000 ha/sac had lass than 8 observed points in 

tha fitting ranft; all but two of than had <» points or lass in the 

range. If the fitting procedure should give systematically flatter 

fitted light carves when the nanber of fitted points decreasea, than 

tha values of B*C would be systematically higher for larger values of 

V r . In orter to test this possibility, A*c was plotted against the 

nuaber 9 of points for the 21 supernova* with V < 2000 ha/sec. this 

plot i s Shown in Figure 8.3* The dashed line i s the average value 

At • 16.6U days. The solid line i s the result of t. least eouaree 

straight line regression of At GO a which gave 

at c » (16.0 a l.U) • (3.22 X lo~ 2 a 6.15 X lo" 2) • M. 

Since the slope of tbt fitted line i s positive, the smaller values of 

H certainly do not produce systematically flatter fitted light curves 
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(larger at ) . Fartheraore, sines the slops i s so saell relative to 

its steaderd deviatiea i t i s ssfs to conclude that the value of I 

did sot have say sisaifieaat systeaatic effect in ths other direction 

cither. The valae of the t-stetistic (S-10) for tasting the fitted 

ileea egsiast toro-ilcf i s 0.525- This vela* i s not significant even 

at the 25f level. The seas velac also seal I si for testing the 

significance of the correlatioa coefficient, which was r * 3.12, so i t 

is dear that there i s no significant correlation between at sad I . 
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CHAPTER 9 

DISTANCE MOW 1.1, ABSOLUTE MAGNITUDES, AND THE 

TEST FOR OBSERVATIONAL SELECTION EFFECTS 

The tests described at the end of the preceding chapter established 

that the At -V correlation was not the result of systematic effects c r 
introduced by the data reduction or fitting procedures- There remains 

the possibility that systematic effects nay have been introduced by 

the observations them .elves, photometric techniques have changed 

greatly since 1885, end most of the earlier observations were in 

relatively nearby galaxies, whereas most of the observations in the more 

distant galaxies have been made in more recent times. If the changes 

in photometric techniques have caused systematic chuiges in the cali­

bration of the m scale, then systematic effects may havi» been Jntro-

Pg 

duced into the sample. Furthermore, one must not forget the possibility 

that the calibration of the m scale might, even now, hava systematic 

errors toward the faint limit; but both of these effect r. are beyond 

the control of the present author who can only assume that the care 

with which the observations have been made over the years has miniaized 

errors of this sort. It seems much more likely that systematic errors 

may have been introduced, not by changes or errors in the scale, but 

rather by observational selection effects. 

Previous studies (U9, 50, 13?) of the peak intrinsic luminosities 

of type I supernovae indicate a range of about 3?0 in peak absolute 

magnitude. It is not inconceivable that the more distant supernovae 

that have been observed are on the average intrinsically more luminous 

thar th-j relatively nearby ones since the more luminous ones would be 



BLANK PAGE 



156 

the more easily visible ones at large distances. If all the supernovae 

were discovered in systematic searches, this would be a very unlikely 

happening since a systcaatlc search would be designed to avoid such 

selection effects. Some ajpernovae are discovered by accident in 

the process of observing something else; and the possibility also 

remain* that even if a systematic search is not biased in discovering 

supernovae, the selection effect could enter the sample when the choice 

is made as to which light curves will be measured in detail. If the 

sample is contaminated by this effect, and if the rate of fall of the 

light curve is correlated with the peak absolute magnitude, the correla­

tion betwee; it caid V might be explained by observational selection. 

Therefore it is important to obtain estimates of the absolute magnitudes 

of the supernovae in this sample. Such estimates are also quite interest­

ing in themselves. 

The peak absolute magnitudes of type I supernovae have previously 

been studied by van den Bergh (157), Pskovskii(50), and Kowal (U9). 

Using a sample of 20 supernovae, van den Bergh obtained the values 

M 0 = -18.7 ±1?1 for the average and standard deviation of the peak 

photographic absolute magnitude. Using a sample of 19 supernovae, 

Kowal obtained M 0 = -18-56*0^77 for the same quantities. Pskovskii 

used a sample of 58 supernovae and grouped them according to the Hubble 

type of the parent galaxy. He found a slight correlation between the 

peak magnitude and the Hubble type, with luminosity increasing with 

the transition from elliptical to spiral aid irregular galaxies. The 

average magnitude for all 58 supernovae wa* M 0 = «19.2±0?85. 
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Van den f-ergh's article did not state whether the peak apparent 

Magnitudes were corrected for absorption. Kowal corrected the apparent 

•agnitudes for absorption within our galaxy [using C 2 5 csc(b)], but 

made no attempt to correct for absorption within the parent galaxy. 

Situ.,, his average value was very close tc that obtained by van den Bergh, 

it seems probable that the latter used the sane procedure. Pskovskii 

corrected the apparent Magnitudes for absorption both within our own 

and the parent galaxy. This latter correction is probably the reason 

that his estimate of the average peak luminosity is about 0.5 brighter 

than those of Kowal and van den Bergh. 

Nineteen of the 37 supernovae in this study had partial [and in 

cases fairly complete] measured color curves, with indices (B -V) 

or (• -m ) as a function of tine. For these supernovae it was quite 

easy to estimate the color excesses, either 

E(B -V) = (B - V) - (B - V ) 0 , (9-1) 

or 
E ( « M - O = ("M -•„„) - (•«. -•„,)<>' (9-2) pg pv' pg pv' * pg pv' 

by using the method of vertical shifts of Pskovskii's intrinsic color 

curves [Figures 6-1 and 6-2] to fit the observed colors. The method 

was described in Chapter 6, and the color excesses for the 19 supernovae 

are given in Table 6-U. These color excesses made it possible to 

estimate the total absorption of the supernovae light by using the 

well-known reddening relationship, 

Atot = R ' E ( B - V ) ' <»"5> 

where A t t is the total visual absorption and R is the ratio of total 

to selective absorption. Since estimates of the value of the constant 

R are based on data for our own galaxy, this method assumes that the 
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parent galaxies obey the save reddening law as our own. while there is 

•one evidence that certain regions of our cwn galaxy nave anomalous 

values of R, it is generally accepted (136? 139) that, for the absorption 

in the V band, the constant average valic 

R = R^i, = - y (9-M 

applies over wide regions of the galaxy. As a first approxiaation it 

will be assuaei hero that this same value applies everywhere in all 

galaxies (and in the intergalactic medium as well, although inter-

galactic absorption is probably negligible). 

In the a system, Bq- (9*3) becomes 
Po 

A p g = R p g - E ( B - v ) , (9-5) 

where 
R ^ = i*.l8. (9-6) 

This equation was used to compute the total absorptions for the 19 
supernovae with measured color excesses- Measured E(m -m ) color 
excesses were converted to E(B -V) by the equation 

E(B - V) = 0.85 E (m^ - m p y ) . (9-7) 

The total absorptions were used to calculate the corrected peak apparent 

magnitudes m 0. The absorptions within our own galaxy were also computed 

using the standard cosecant law (139) > 

Agsl = ° ' 2 5 c w ( b I I ) ' ^ 8 > 
where b is the galactic latitude of the parent galaxy. These values 

were subtracted from the total absorptions in order to determine the 

absorptions within the parent galaxies. For three of the supernovae 
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the absorptions calculated for our galaxy slightly exceeded the total 

absorptions computed from the color excess. Two of the three parent 

galaxies were ellipticals and the other was an irregular. Since ellipti­

cal galaxies have small internal absorption-*, it is probable that the 

bulk of the absorption occurred within our own gtlaxy, and the slight 

discrepancies sort likely represent small random deviations fron the 

cosecant law, although one cannot completely rule out a small zero point 

error in Pskovskii's intrinsic color curves. Is any case the discrep­

ancies were small and the absorptions within the parent ?elaxies were 

taken to be zero. The cosecant law results were discarded and the 

corrections for m 0 were calculated solely on the basis of the color 

excess. 

Once the absorptions within the parent galaxies had been computed 

for the 19 supcrnovae, they were divided into three groups, and the 

average absorptions for these groups were calculated so that they could 

be used as rough estimates of the absorptions for the 18 supernovae 

which did not have measured colors. The three groups were (1) super-

novae which appeared in high absorption regions of spiral galaxies 

(e.g., in spiral arms), (2) supernovae which appeared in spiral galaxies 

but not in obviously high absorption regions, and (3) supernovae which 

appeared in elliptical and irregular galaxies. Extreme cases like 

SHI9621, which occurred in an emission region, were discarded; and 

average vslues of the absorption within the parent galaxies were computed 

for the three groups. The results are shown in Table 9-1, which also 

gives the values which were adopted for correcting the apparent magni­

tudes of the 18 supernovae which did not have measured color excesses. 
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Table 9-1 

Average Absorptions ir Various Types of Galaxies 

Group Average 
Absorption 

Adopted 
Absorption 

Supernovae in elliptical and 
irregular galaxies. 

Supernovae in spiral galaxies but not 
inside a spiral a m or other high 
absorption region. 

Supernovae inside spiral eras or 
other high absorption regions of 
spiral galaxies. 

O*OT 

l"57 

d*o 

l"5 

These adopted corrections were applied in a conservative way according 

to the various observers* descriptions of the type of galaxy and the 

location of the supernova in it. The large 1*5 correction was applied 

only if the supernovae was definitely described as having occurred inside 

a spiral am. If the location was described as at the end of a spiral 

a m or on a projected extension of a spiral era, or if the supernova 

occurred anywhere else in a spiral galaxy, then the smaller correction 

0.5 was used. After all 18 peak Magnitudes were corrected in this manner 

for absorption within the parent galaxies, they were further corrected 

for absorption within our own galaxy by swans of Eq* (9-8). The cor­

rection calculations are summarized in Table 9-2. 

Oolumn 1 is the supernova designation. 

Column 2 is the peak photographic magnitude before the absorption 

correction. 

Colunn 3 is the B-V color excess. The supernovae without entries 

in this column are the 18 which did not have measured colors. 
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Column h is the absorption within the parent galaxy. 

Column 5 contains notes or coaaents describing the galaxy or the 

supernova's situation in the galaxy. Asterisks (*) in this column 

refer to notes at the end of the table. 

COlii 6 is the galactic latitude. 

Coluan 7 is the absorption within our own galaxy. 

Coluan 8 is the final corrected peak apparent Magnitude. 

The next step in the calculation of the peuk absolute Magnitudes 

is the estiaation of the distance aoduli of the parent galaxies. 

Van den Bergh (137) used 3 Methods for estimating the distance aoduli: 

(1) the radial velocity of the parent galaxy* (2) the aean radial 

velocity of the galaxy clustei containing the galaxy, c.r (3) the 

luminosity classification of the galaxy. For the Hubble constant he 

used H =100 ka/sec/Mpc. Kowal (Mj) for the aost part adopted 

van den Bergh's estiaates. Pskovskii (30) gave independent estiaates 

using the saae aethods plus two other methods whenever appropriate: 

(1) the angular dimensions of M I regions in the parent galaxies and 

(2) estiaates for the brightest stars in the parent galaxies. He also 

used H -100 tas/sec/Mrc. 

Nearly two thirds of the supernovae in this study were included 

in one or aore of the three studies described above. Whenever possible 

the estiaates of van den Bergh and Pskovskii were averaged with indepen­

dent estiaates made for this study. Since it was necessary to obtain 

new estiaates for aore than one-third of the supernovae, it seemed 

reasonable to get new estiaates for all of than. Furthermore, the final 

estimate for each supernova was obtained by averaging as many as possible 

estiaates obtained from independent aethods including the estiaates of 
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taal*9-2 
Soaaarx off taa calralatlaat of taa 

aat. Aa*. l a • o t a s , 
a 1 1 

«%s. i e earrae. 

• •» « < • - * ) aaraat « a l . 0 ""* a 1 1 •arga laxx •a 

1885* 5-2k cfto - 2 l ! 6 0*68 %.06 
19Ue 11.0 1.50 spiral a m 55-6 0.3O 9-20 
1957c 8 A 0.05 0.0 79.1 0.26 8.19 
1957* 12.6 0.k5 1.05 t*4» oa gal . -17-5 0.83 10.92 
1999A 12.6 0.W3 1-52 — 65.5 0.28 10.80 
1999* 11.8 0 .0 r ga la i j Tk.k 0.26 11.5% 
199- 9-5 0.13 0.28 Irrag. ga l . 78.1 0.26 8.96 
195>* 12.5 0.25 0.7» 56.8 0.30 U . * 6 
1959» 15-7 0.50 -75.6 0.26 lk.9% 
1996a 12.2 0.37 1.27 spiral a m 6 I . 9 0.28 10.65 
1957a 13-85 0.68 2.53 aairal a m *k.2 0.31 11.01 
1957* 12.1 0 .0 T pala i j 7 M 0.26 11.8k 
I959e 15.55 0.10 0.15 65.8 0.27 13.13 
1960T 11.6 I .50 spiral ara 66.3 0.27 9-83 
1960r 11.5 0.3k 1.16 79-2 0.26 10.08 
19614 16.2 0.0V 0.0 • , E-gal. 89.2 0.25 16.03 
1 9 6 1 B 11.2 0.0 73-9 0.26 IO.9W 
1961a l k . 3 0.50 -20.8 0.70 13.10 
1962a 15.6 0.10 0.17 B or SO 86.5 0.25 15.18 
1962a l6 .k 0.0 0 .0 * , bridge 68.5 0.27 I6.k0 
1962J 13.65 0.50 .19 .6 0.75 12.XJ 
19621 13.7 0.85 3.23 »• -50.7 0.32 10.15 
1962a l k . 2 0 .0 I^aalaxx .28.7 O.52 13.68 
1963* 15-6 0.50 80.8 0.25 lk.85 
19631 12 .9 0.50 7 l .k 0.26 12.1k 
1963J 12.0 0.50 59-7 0.29 11.21 
1 9 6 * 13.5 0.50 .56 .6 0.30 12.70 
196W 12.2 0.30 52.6 0.31 11.39 
196Vi 13.1 1.50 spiral a m 69.3 0.27 11.33 
19651 11.0 0.03 0.0 * , Irrag. gal . 6I .7 0.28 10.87 
1966] 11.1 1.50 spiral a m 5k.8 0.31 9.29 
1966k 16.6 0.17 O.kk 68.9 0.27 15.89 
1966a l k . 3 0.50 •31.1 O.kS 13.32 
1967c 12.6 0.10 0.12 57.7 0.30 12.18 
1968a 12.7 0.23 0.k5 29.2 0.51 U.7k 
1969a | 13.9» 0.28 0.89 65.3 0.28 12.77 
19711 U . 7 0.H0 l . k l spiral a m 7k.3 0.26 10.03 

• Utaaa saparaaaaa (19614, 1962a, 19651) ha4 eolor axcaataa valea gawa total aaaorptioM 
aaallar than tat aaaorption praateta* for our own galaxy ay U M losicant law. « M 
traataaat of tlw aorrastioa for thaw tars* is givsa in tb* toxt. lata taat SH962a 
ocwra* ia a faint lajdnow nrUga aitaaaa two alliptieal galaHoa. 

• • 1962f: ibis wajaiiwra occurra* ia aa aaiMlon raxjon—haact tat larga eolor sxcats. 

• • • 1939B: taia aaparaova oeearrol ia a paealiar to or SO galaxy aitb a gaasoas oxvalopa 
tfQBwflaUI&aaTgt aaVHaV COflaafllofvYvXOaaat • 
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Pskovski* and van den Bergh whenever available. The method of averaging 

w i U be dercribed in snre detail below. 

The first step in obtaining independent estimates of the distance 

moduli was to get estimates of the apparent purtographic magnitudes of 

the parent galaxies corrected for absorption within our own galaxy. 

The uncorrected apparent .-magnitudes were obtained by averaging several 

methods as described in Chapter 5 (cf. Table 5-2 and the explanation 

of column 8) and are given in Table 5-2. These •agnitudes were corrected 

for absorption in our own galaxy using Eq. (9-B)« Mo attempt was made 

to correct for inclination effects in the parent galaxies. The corrected 

apparent magnitudes are given in column 3 of Table 9-3* 

The new estimates of the distance moduli were obtained by four 

different methods. Three methods calculated (m-M) by combining the 

corrected apparent magnitudes with estimates of the absolute magnitudes 

obtained from various luminosity functions. The ether method was based 

on the symbolic recession velocity and the Hubble vfnstant. The 

observed symbolic recession velocities are given in column 7 of Table 5-2. 

Only the measured values of V were used since the estimated values of 
r 

V were themselves calculated using the methods based on absolute 

magnitudes obtained from the various luminosity functions. The observed 

velocities were corrected for the solar motion relative to the lecal 

group. These corrected velocities, which are given in column fc of 

Table 9>3, were used for the estimates of distance moduli. The method 

consists essentially in combining the relation 
m - M = 51ogD-5, (9-9) 

where D is the distance measured in partecs, with the Hubble relation 

V = Hr, (9-10) 
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Vb.cn the Hubble constant i s expressed in the units km/sec/Mpc and V 

i s in lot/sec, then D = 10° X r, and the combined relation becomes 

• - M = 25 + 5int|-£j. (9-11) 

Taking H = 100 ka/sec/Mpc gives 

• -M - 15 + 51og (V r). (9-12) 

The three luainosity function aethods for estimating distance moduli 

were based upon: (1) the DDO types of the parent galaxies and 

ran den Bargh's (l**0f 1U1) luainosity classification for late type 

galaxies; (2) de Vaucouleurs' (1?&, 1U3) revised types of the parent 

galaxies and van den Bergh's luainosity classification; and (3) the 

Hubble types of the parent galaxies and Holaberg's (119) luainosity 

classification for galaxies. Methods (1) and (3) are straightforward, 

consisting in assigning an absolute magnitude to each galaxy on the 

basis of its type in the classification scheme. Method (2) is somewhat 

more complicated and requires additional explanation. In his 1962 

IAU Symposium paper (1**2), de Vaucouleurs gave a luminosity function 

for his revised classification system which was apparently based on a 

recalibration of van den Bergh's luainosity clf.sses using a Hubble 

constant of 120 km/sec/Mpc. Van den Bergh's original calibration is 

based on the value H = 100 km/sec/Mpc which is the value adiipted for this 

study. De Vaucouleurs also gave, in graphical form, the relationship 

between his revised types and van den Bergh's luainosity classes. The 

saae relationship is given in tabular form in his 1963 Astrophysics! 

Journal Supplement (1^3). This relationship was used together with 

van den Bergh's calibration in order to obtain a luminosity function 

http://Vb.cn
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which give* for each revised galaxy type an absolute magnitude based 

on H = 100 km/sec/Mpc. This luminosity function was used for atethod (2). 

For most of the galaxies in this study, the revised type was obtained 

from the catalogue given by de Vancouleurs in the Supplement paper. 

In that Supplement he also gave the correlation between his revised types 

and the Hubble type. For galaxies not in his catalogue, this relation 

was used to obtain the revised type from the Hubble type. 

The distance modulus of each galaxy in this study was determined 

by as many as possible of the four methods just described. These 

determinations were then combined with the estimates of van den Bergh 

and Pskovskii and the final values were obtained by averaging consistent, 

independent estimates. That is, for each galaxy, all of the available 

estimates were compared for consistency and independence. If most of 

the estimates were fairly close in value, but one or more was very dif­

ferent, then the divergent value was not included in the average. 

Also, if two of the estimates were obtained by the same method, e.g., 

if Pskovskii estimate WF.S based on the recession velocity and hence was 

Identical to the present author's estimate using the same method, then 

one of them was discarded before computing the average. The average 

values obtained in this manner are given in column 5 of Table 9-3. 

The mean number of independent estimates used in calculating each of these 

average values was 2.6. 

The estimates M 0 of the peak absolute magnitudes of the supemovae 

were calculated from the estimates of the distance moduli by 

M 0 = a 0 - ( m - M ) (9-13) 



where the n are the peak apparent Magnitudes corrected for extinction. 

These apparent Magnitudes were given in coluan 8 of Table 9-2- They are 

resected in col van '( of Table 9-3* The calculated peak absolute Magni­

tudes are given in coluv. 8 of the ssae table. 

For the seven supernovae whose parent galaxies did not have Measured 

shifts, the estiMates of -he distance aoduli given in coluan 5 were 

used to calculate estiMates for the syabolic recession velocities by 

Means of Eq. (9-12). 

The absolute Magnitudes calculated in this study were coapered 

with those of van den Bergh, Kowal, and Pskovskii. The details of the 

coMparisons are given in Appendix 3- In general the agrecMent was gocd 

when the different Methods of extinction correction were taken into 

account. In no case were there any syrteaatic deviations other than 

different average values. The average JQ for the Rust estiMates was 

0*33 brighter than the M^ for Pskovskii's estiMates, and the straight 

line 

Mo (Pskovskii) * M0(Rust) +0^33 

gave a very good fit of tb* plotted relation Mg(Pskovskii) vs. M 0(3ust). 

The 0*33 difference arose from the different Methods used to correct 

for absorption within the parent galaxy. For spiral galaxies, Pskovskii 

based his absorption estiMates on the inclination of the plane of the 

gblaxy, assuring a plane-parallel Model for the absorbing Material. 

It is shown in Appendix 3 that pskovskii's estiMates are in Many cases 

not consistent with the observed color txc9»a«a in that soae highly 

reddened supernovae had waller extinction corrections than only 

slightly reddened one. The color excess Method used in this study 
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Ts»l«9-3 

S M U T cf Uw Cslc>daU«M ef the *«•* Absalwt* HMpltwtii H. 

sjslvqr U I ! K > Vf ftfW l m u m n 

sa Gslwqr (B^MC) • -K totes • • M» 

1083* N31 3-65 -68 23-8 • %.06 -19.7 
1921c •DC 318% 9.9k %18 29-2 9-20 -20.0 
1937c K %182 13.25 55% 28.6 8.19 -20.% 
1937« •DC 1003 11-18 7%1 30-3 10.92 -19-% 
1939a MC%636 10.53 778 30-3 10.80 -19.5 
1939> ken 10.7% 3%5 30.% 11.5% .18 .9 
195** %2i% 9-90 311 28.8 fi.96 -19.8 
1 9 5 * 5668 11-90 1.732 31.2 ll.%6 -19.7 
1955b A M * . 15-%% 16,050 3%.6 l%-9% -19-7 
1956s •DC 3 9 5 * 10.28 1,1%7 30.5 10.65 .19 .8 
1957* 28%1 9-69 671 29-7 11.01 -18.7 
1957* %37% 10.09 878 30.1 11.8% -18.3 
1959e M m . 15.57 2,910 3 3 5 13-13 -ao.% 
19S0f •BC%%96 11.66 1.665 30.5 9-83 -ao.7 
19S0r %382 9.80 712 29-9 10.08 -19.8 
196U AMOS. l%-75 7,706 3%-3 16.03 -18.3 
1961U n c %56% II .91 30.8 10-9% -19.9 
19&» W o t . 12.50 3,827 32.6 13.10 -19-5 
1962« AMR. 15-75 6,152 3%.2 15-18 -19.0 
1962s Anon. *5.23 1%,15C 3%.8 16.%0 -18.% 
1962J •DC 6835 12.25 X-t 12.%0 -19.6 
19*21 1073 U . 2 5 1,895 31.C 10.15 -20.8 
19fc» 165% 13.68 32.8 13.68 -19.1 
19$3« %1%6 13-55 33-9 ]%.85 -19.0 
19631 %178 ll .i*9 1U0 30.6 12.1% -18.5 
1963J 3913 13.91 32.5 11.21 -21.3 
1963P 108% 10.80 1,%%8 30.8 12.70 4 8 . 1 
196%* Asca. l t . 1 9 52-3 11.39 -20.9 
196%l •DC 3938 10.52 919 30.2 11-33 -18.9 
19*51 %753 10.%2 1 , 2 5 2 30.3 10.87 -19.% 
1966J • x 319B 10.31 670 29-9 9-29 -20.6 
1966k Aaon. 1%.%3 33.5 15.89 -17.6 
1966« AMR. 15-52 5%-9 13-32 -21.6 
1967c •OC 3389 U . 8 0 1,1%5 30.6 12.18 -18.% 
1968* 2713 12.19 5,623 32.0 11.7% -20.3 
19S9c 3811 12.72 3,179 32.2 12.77 -19.% 
19711 5055 9-13 600 28.% 10.03 -ie.% 

•00885*: The dituacc •otalua —siiss for U l i fslsaqr (K31) i s Uw valve firm bjr 
Allen (1%%) la Astrophysics! Qjasntltlss. 
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do** not suffer from this shortcoming since it predicts the absorption 

corr»je+ion from the reddening. 

Although the color excess method it more consistent than the 

inclination method, it is important to keep in mind that 16 of the 

extinction corrections were only rough estimates. The average total 

correction for the 19 whose corrections were derived from color 

excesses was A. = 1.10±C*96. The average of the 18 estimated cor­

rections was A ^ = 0*99*0? 53. The smaller standard deviation for the 

latter group is due to the smaller range (0-1*5) of the estimated 

corrections. The good agreement between the average values demonstrates 

that the methods are consistent in the sense that one did not give 

systematically larger corrections than the other. The corrections were 

also checked by plotting the final corrected M 0 against that part of 

the extinction correction attributed to the parent galaxy. The plot 

did not show any correlation between Mg and the correction, nor did it 

reveal any significant differences between the two groups of corrections. 

The other large uncertainties in the K,, estimates were the estimates 

of the distance moduli of the parent galaxies. A plot of M<, against 

(m-M) showed that there was no significant correlation between the 

two. Not only does this mean that the (m-M) estimates did not introduce 

any systematic effects into the estimates of M^, but it also means tnat 

there is probably no luminosity selection effect in the sample. Thus, 

even if there is a correlation between the absolute magnitudes M e and 

the comparison parameter At , that correlation would not be responsible 

for the correlation between the At and the symbolic recession velocities 

V 
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Before turning to the question of the relation between MQ and fit , 

it is interesting to briefly consider two correlations originally 

observed by Pskovskii and confined by the Kg estiaates in the present 

study. Only the results of these comparisons will be stated here, 

but the details can be found in Appendix k. In his 1967 paper 0), 

Pskovskii found a weak correlation between the M 0 and the Hubble types 

of the parent galaxies. The present study confirms this trend but the 

average values of M,, for each galaxy type differ in the two studies in 

two ways: (1) the averages of Rust increase more smoothly along the 

sequence of galaxies than do those of Pskovskii * id (2) the brightness 

increase along the sequence is less for the estimates of Rust than for 

those of Pskovskii. Thus, the correlation appears to be more regular 

but less pronounced for the estiaates of Rust than for those of Pskovskii. 

In an earlier paper (1U5), Pskovskii reported a correlation between 

MQ and the integrated absolute magnitudes of the parent galaxies, M ,. 

The estimates in the present stuly confirm this correlation even though 

there is a wide scatter in the M<, estiaates. For the present sample, 

the regression line is 

Mo = -(27.9*5.1) - (0.»f36 ±0.262) Hgfl, 

and the correlation coefficient is p = -0.28. The t-statistic for 
testing this correlation is t =-I.67, a value which gives significance 
at the 9U.T£ level. 

The main purpose for computing the absolute magnitudes of the 

supernovae was to check for a correlation between them ind the comparison 

parameter a t , i.e., between the peak luminosity and the rate of fall 

of the light curve. The result of a straight line regression of -M 0 
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on At is show) in Figure 9-1. The horizontal dashed line is the c 
average absolute aagnitude and the solid1 line is the best fitting least 

squares line which has the equation 

M,, = (-18.55 *0.68) - (0.0512 ±0.0359)AV (9~ l U) 

The correlation coefficient is 0.23? and the t-statistic for testing 

the significance of the correlation has the value t = l.U3. This 

latter value gives, with 3** degrees of freedom, significance at the 

92% level. A closer inspection of the plot reveals that there amy be 

an even more significant correlation than that revealed by the regres­

sion, for the points seen to fall into two separated bonds, and each 

band by itself shows a sore pronounced correlation than the totality 

of points. Tnese bands will be discussed in more detail in Chapter 11. 

Since there does appear to be a significant relation between &t and 1L» 

it is important to check whether H> is correlated with tiie symbolic 

velocity of recession. The regression of -M* on V is shown in Figure 
w r 

9-2. The broken line is the relation MQ =So *"<* **>* solid line is 
the best least squares line, 

M o " C- 1^53*0.20) + [(0.66±U.33)X10"5]vr-

Since the standard deviation of the slope is nearly seven tiaes greater 

than the slope itself, it is safe to assume that the slope does not 

differ significantly from slope=zero. This conclusion is further 

reinforced by the value of the correlation coefficient, p = -0.026, 

and the t-statistic, t = -0.1% Thus, the conclusion previously drawn 

frem the plot of M 0 against (m - M) is confirmed. There is no significant 

luminosity selection in the sample. This means that, though there 
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apparently is a significant correlation between At and M , it is not 
c o 

responsible for the correlation between At and V . 
The apparent existence of two bands in the M -At relation (Figure 

o c 
9-1) suggests that there Bight be two distinct populations of type I 

super novae. The question of the reality of these two populations and 

their consequences in the study of supernova theory and extragalactic 

astronony will be discussed in Chapters 11, 12, and 13; but first, 

Chapter 10 will again take up the sain subject of this thesis, the 
At -V relation, c r 
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CHAPTHt 10 

COWAFISOB OP THE OBSEKYS) o t - V. RELAXIOI 
C T 

WITH THEORETICAL PREDICTIONS 

In Chapter 8 a weak but aarglnally significant correlation was 

found between tha coapariaon paranater at (nanber of days required for 

the brightness to decline fron • *0™.5 to a *2*.5) end the syanolic 
o o 

Telocity of recession V . It was also shown that the relation was not 

the result of data reduction or fitting errors. In Chapter 9 it was 

shown that the relation did not arise fron an observational selection 

effect. The relation, which is shown in Figure 8-2, is poorly deteinined 

by the data, which have far too auch scatter to discriainat* reliably 

between a static Euclidean universe (slope -0) and an expanding universe 

(alope«5.55X10" 5 deys/kn/sec), but the surprising result was that 

the slope of the regression line (slope » 5.21 XlO**** 1.96X10 days/W 

sec) rejects both of then at a fairly high significance level - at the 

9 % level for the foraar and at the %% level for the latter. Therefore, 

it is reasonable to ask whether there are other theories which give 

better agreanent with the data even though the data are adadttedly 

rather lisdted at the present. The iaportant questions at this point 

are (1) how aany theories are still consistent with the data, and 

(2) will it be itossible, when light curves for supernovae in anre 

distant galaxies bee one available, to distinguish between these 

alternatives? 

The aost coaaonly proposed alternatives to the expanding universe 

hypothesis are variants of the "tired light" theory. One ot the earliest 

of these was the steady state theory, circa 1920, of W. D* MacMillan 
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(152, 153, 15k) wbo proposed that "radiant energy can and does disappear 

into the fine structure of space, and that sooner or later this energy 

reappears as the internal energy of an aton; the birth of an atom with 

its strange property of amss being a strictly astronomical afftir." 

Mactllllai. suggested that the rate of energy loos is pioportlonal to the 

distance traveled so that the radiant energy decreases exponentially 

with distance. 

A siadlar proposal was aade some 35 years later by Flnlay«Preundlich 

(155), who suggested that the red shift is caused by a loss of energy 

in radiation fields (perhaps due to photon-photon irteractions). He 

proposed the relation 

v 

where v=frequency, av/v=redshift, j i« the t—peialius of the radiation 

field, t is tbe path length through tbe field, and A is a proportionality 

constant. This relation is consistent with a linear Rubble law, and 

Freundlich coabined the two in order to predict liaits on the tenperature 

of intergalactic space. His results, l.J^K < T * 6.0PK, arc sisdlar 

to the predictions that Gaaow aade at about the sane tiae using the 

"big bang" theory. Ibis prediction is alaost universally overlooked 

by present-day cosnologists, who cite the later discovery of the coaaic 

aicroMave background as the observationrl confimtion of a union* 

prediction of the "big bang" theory. 

More recent "tired light" proposals have been based on the notion 

that the gravitational forces have a finite range (156, 157, 158). 

The gravitational cut-off is achieved by introducing an exponential 
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attenuation into the equation for the gravitational potential. Similarly, 

it is assusMd that the frequency of light v observed at a distance r 

frost the source is 

v - x^exp(-ar) 

where ^ is the frequency at the source and a is an attenuation constant. 

For caall values of r, the exponential factor is wall appraadamted by 

(1 -err) and the relation for observed frequency can be written 

where H is Bubble's constant and c is the velocity of light. 

There are aany other variants of the "tired light" hypothesis, 

but they all p m u a a that the universe is static and many of then assume 

that it is Euclidean as wall. The redsbift arises not froa a Doppler 

effect tut rather fro* a physical interaction on the microscopic level 

between the light and the aediua through which it passes. The distant 

galaxies are not receding and since in aost cases space is Euclidean, 

there are no tine dilation effects arising fro* the transport of signals 

through a curved space. Thus the prediction for the observed time lapse 

At of a aacroscopic event seen at a distance is siaply &t * &t 0 where 

At 0 is the tine lapse that would be observed at the site of the event. 

This is the static Euclidean prediction which has slope > 0 in the 

At -Vr diagram and which was rejected at the 9 % level by the data. 
c 

Another class of theories that have been proposed as alternatives 

to the general relativistic expansion theories is composed of generalisa­

tions or extensions of Special Relativity. The most famous of these is 

Milne* s Kinematic Relativity (159, 160). A very lucid exposition of 

M U M ' S theory of time has bean given by Martin Johnson (161). Kline 
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proposed that thar* arc two tin* scales in the universe. One, called 

t-tim* or kinematic time, is the tin* which applies on the atomic 

scale, the other, called T-tim* or dynamic tin*, is the time which 

applies to events on the macroscopic level, the two time scales are 

related by the differential equation 

£ * £ , (10-1) 
o 

t Q is the present ace of the universe on the t-scale. Taking as 

conditions -r » — for t » 0 and T - 1 » t 0 at the present epoch, 

the differential equation is solved to give 

Atoms emit and absorb radiation frequencies which are constant in 

According to Kiln* the question of whether or not the rad shift should 

he interpreted as a Doppler effect depends on whether the measurement 

of light from distant galaxies is governed hy t-tiae cr r-tia*. More 

precisely, mine showed that in t-tim* the nember I of galaxies per 

unit volume decreases according to 

Bt 
o(t« - S ) 

t is the epoch of observation, d is the distance, and B is a 

constant. Thus in the t-tia* scale the universe is expanding. On 

the other hand, he showed that in T-tim*, X « l/c*t* which is independent 

of r, so there is no expansion. There is a red shift since by Equation 

(10-1) the observed wavelength x. . is related to the emission wavelength 

X^by 
X. w K 

IBS 
t 

«• obs M obs t_ 
_ _ » c m m M II f Or « —•* • "o 
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Because the t-time of observation, t 0 , i s latex than the tine t of emission, 

i t follows that V . > \__. Thus the iaportant question for Milne's 
oos e« 

theory i s not whether the universe i s expanding or static—it i s expanding 

in t-tisse and static in T-tine. Tke iaportant question i s "Which 

time scale are we using when we observe the distant galaxies?" 

The event under consideration in this thesis i s the decline in 

luminosity of a distant supernova. This i s an event whose occurrence 

i s presumably governed by the macroscopic T-*ime scale. I t follows quite 

readily from Equation (10-2) that for an event whose duration fit i s 

short compared to the present age jf the universe, i . e . , far an event 

such that fit < < t 0 , the tine lapse aeasured at the event i s the same 

in either time scale, i . e . , fit * fir. when the event occurs in a distant 

galaxy, there i s a long time lapse between occurrence and observation 

so the two time-scales have time to diverge and give different observed 

time lapses. In the T-systea, the universe i s static and the light 

travel time between the occurrence and observation of the beginning of 

the event i s the same as the travel time between the occurrence and 

observation of the end of the event. This means that AT (observed) = 

AT (occurrence), which is the same as the prediction of the conventional 

static, Euclidean theory. 

In the t-systea, the universe i s expanding so the light travel time 

between occurrence and observation increases between the beginning and 

end of the event. In this case i t i s easy to show that i f the light 

travel time i s much waller than the present age of the universe, 

the observed time lapse i s given by 

At (observed) * U * " £ W (occurrence), (10-3) 
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where V is the radial velocity of the galaxy of occurrence. Since all 

of the supernova* in this study occurred in relatively nearby galaxies, 

i.e., in galaxies whose distances are snail fractions of the maximum 

distances that have been observed, the light travel time* involved are 

certainly such less than the age of the universe; so the above formula 

applies. Ihe prediction is the same as that of the standard expanding 

universe hypothesis. Obviously, the present test cannot, even in 

principle, distinguish between Milne's theory and the standard theories; 

but if it could be shown by son* other means that Kline's theory is 

valid, then the test could be used to determine which of the two 

time-scales we use in observing the distant galaxies. 

A more recent variation of the special relatiristlc theories is that 

of Stanislaw Bellert (162, 163) who assumed that "the space of events 

is a static space, and the red shift is • consequence of the geometry of 

that space." Using two postulates which he called: (1) the postulate 

of equivalence of stationary frames cf reference, and (2) the postulate 

of uniqueness concerning the measurement of electromagnetic wavelength, 

he argued that the red shift &K/X.0 is related to the luminosity distance 

D by 

5£ = l-JS (10-*) 

where x = H/C, H being the Hubble constant and c being the velocity of 

light. He called the constant k the coefficient of radial elongation 

becuase objects seen from a distance b&ve their apparent radial dimensions 

&r lengthened according to 
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where fir' is the length Measured at the object and r 0 is the distance 
from the observer to the object. The apparent transverse diaensions of 
the object are cot chanced by the distance, but tine lapses are altered by 

At = r ^ - , (10-5) 

where fit* is the time lapse observed at the site of the occurrence 

and fit is the apparent time lapse observed at distance r 0 from the 

occurrence. Bellert identified the distance r 0 with the luminosity 

distance D between the occurrence and the observation. Combining 

equations (10-fc) and (10-5), then, gives 

or, taking x = fr/k0, 

ot = (l + z) nt'. (10-6) 

According to Bellert's theory the universe is static, but given an 

observed red shift z one can still define a symbolic recession velocity 

V by V - ex, and using this symbolic velocity, the prediction of 

Bellert's theory for the test of this thesis is 

A tc = ( 1 + T ) K ) o ' <1G-7> 
which is the rime as the prediction of the expanding universe theories. 

All of the theories that have been discussed so far have made 

the sane prediction as either the static Euclidean theory or the classi­

cal expansion theory. There is one recent theory, however, which gives 

a quite different prediction. That theory is the covariant chronogeo-

metry of I. E. Segal (l6k, 165). Chronogeometry was initiated by 

A. A. Robb (166) who called it time-space geometry. The name chrono­

geometry was coined by A. D. Fokker (167) who regarded it as an alternate 
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approach to relativity theory. Segal replaced the Minkowski space-time 

M of special relativity with a particular chronogeometry M which i s 

locally identical to N but geometrically different from N in the large. 

Segal's treatment of the theory i s very abstruse. He describes fif 

as ". . . ihe chronogeometry of apparently maximal symmetry, among those 

which do not admit simultaneity.1' He contrasted S to M as follows: 

"This model M admits the fifteen-parameter conformal group (more exactly, 

a doubly-infinite-sheeted covering of this group) as i t s group of 

causality-preserving symmetries, while Minkowski space M admits only the 

eleven--pararoecer group of Lorentz and scale transformations. This neces­

sitates a modified definition of time, as the parameter of a one-parameter 

group of temporal displacements distinct from (non-conjugate to) that 

employed in special relativity. The locally negligible disparity between 

relativistic time and this new time becomes significant at large distances. 

An exposition of the development of Segal's theory i s far outside 

the scope of this thesis, and the present author has found i t almost 

inpcss'oie to assess th«. validity of the theory because of Segal's 

highly esoteric development. It was, however, fairly easy to determine 

the prediction of the theory for the At - V relation, vhich i s the main 

subject of this thesis. According to the theory, there i s a unique, 

invariant time T which in the local neighborhood of an event *.a closely 

approximate*, by special relativistic time t . Suppose thav the event 

in question i s the emission of a light ray occurring at time T = t = 0. 

Accor<?in£ to the theory, the variation of the two time scales along the 

light ray is given by the equation 

t = tan T (10-8) 
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where r is measured in "natural" units (units for which the velocity of 
lijbt is unity) and varies between - \ and + » as t varies between -» and 
+•. At any later point of observation tht two time scales are related 
by 

in terms of the local special relativirtic coordinates at that point. 
Even though the universe is static, there is a red shift which arises 
because of the discrepancy between the two time scales. According to 
Segal, this red shift is given by 

z = tan»(J) . (10-10) 

For small values of t the approximate formula 

z = X (10-11) 

is valid. Since the red shifts of all the supernovae in the present 
temple are relatively small (z < .06), this latter formula will be used. 

Using Equations (lo-?) and (10-11) it is quite easy to work out the 
prediction of the theory for the At -V relation. Taking AT =(At ) e 

as the time lapse of occurrence and At as the observed time lapse, and 
using the relation 

At = ̂  AT 

from el«̂ ufr,tary calculus it follows that 

Ltc ' W& ( A tc }°' 
Substituting equation (10-9) into this result gives 

At, = (l + t»)(At c) 0. 

Now by Eq. (10-11), t a =Uz so this last expression becomes 

Atc = ( l ^ z ) ( A t c ) 0 . (10-12) 



16U 

Finally, defining a symbolic velocity V by V p = cs (even though the 

universe i s stat ic) , the prediction hrcof • 

* t c = (1 + 1 , - c : ) ( A t c ) o - < 1 0 - 1 3 > 

It should be ssejhsil red that this prediction I s based on the present 

author's interpretation of Segal's theory and i s not attributed to Segal 

hiKself who nay have different ideas about the workings of the two tine 

scales* (There nay, for exaaple, be probleas of interpretation rlsrtlar 

to tu>se that arose in connection with Mine's theory.) In the reaalnlrr 

of this thesis, however, the tern "Segal's chronogeaaetry" wil l be used 

as a shorthand notation for "Rust's interpretation of Segal's 

chronofeoaetry " 

The above prediction i s quite different froa tbat of both tbe 

Static Euclidean theory and the classical expansion theory. I t pre­

dicts a linear relationship between A t and V with a slope four tines 

greater than tbat of the straight l ine relation predicted by the expansion 

hypothesis, using the estiamte ( A t ) Q / c = 5.55X10"* tf«y.<i/kj»/««c 
c w 

obtained in Chapter 6 froa tbe 21 super novae with V < 2000 loa/s*c> 

th£ slope predicted by Segal's chronogeoaetry i s 2.22X10 * days/ka/Mc. 

This latter value i s auch closer to tbe slope of tbe regrestilon l ine 

(slope = 3.21X10" ± 1.96 X 10 ) than tbe foraer. A plot of tbe 

data together with the regression line and the three predictions are 

given in Figure 10-1. Each of tbe three prediction l ines Is tbe best 

f itt ing straight line having the slope predicted by tbe corresponding 

theory. All have slopes lass than the least square* regression l i z* . 

Tbe prediction of Segal's chronogeoBStry gives th* best agreaaent with 

the regression l ine. The t - s ta t l s t i c for testing whether the slope 
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of tbe regression line is significantly greater than tbe slope of Segal's 

prediction has the value t =0.51- With 5^ degress of freedom, this 

t-value rejects Segal's prediction at only the 69& level. Said another 

way, if Segal's theory sere true, then one could expect to obtain a 

fitted slope as great or greater than the one actually obtained about 

31% of tbe time (if 36 sample points were used each time), on this 

basis it is reasonable to say that Segal's theory is consistent with tbe 

observed data. 

Although the predictions of the Expanding Universe and tbe Static 

Euclidean universe were rejected by the t-test at the 9 % and <&$ 

significance levels, respectively, one cannot in all fairness say that 

they are inconsistent with tbe data in this sample. The scatter in the 

data is extremely large and the points are not scattered uniformly over 

the range in V • There are only 15 points in the sample with V > 2000 

km/sec and ? of these did not have measured V [cf. Fig. 10-1]. For 

those 7 points the symbolic velocities .ere obtained from estimates 

of the distance moduli and the Hubble relation using the value H =100 

km/sec/Mpc. Because they comprise such a large fraction of the points 

with V > 2000 km/sec, it is important to determine how sensitive the 

fitted slope is to the value of those estimates. This sensitivity was 

tested by recalculating the 7 V r estimates using both H =75 and H =125 

km/««c/*fc>c and repeating the regression for each of these two sets of 

estimates. The results of these tests are summarized in Table 10-1. 

The first row contains the slope of tht fitted regression line together 

with its standard deviation. All of these slopes are greater than those 

predicted by any of the theories. The second row contains the correlation 
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MUc 10-1 
Sameltivity Stoat* of tte ETftet of tte Vrla* Adopted for B 

on the pjurcmioB of ft OBT 
C T 

H = 75 H = 100 H = 125 

SUj* of 
(2-96*2-05) XlO** (3.21 *1.96) X10"* (3-30*1.8*) X10"* 

Correlation 
CMfTlClOBt 0.2b 0.27 0.29 

CoapsriaoB* 
with Static 

t -. l.W» 

92* 

t = 1.6* 

93* 

t = 1.79 

96* 

with ftaanaing 
Uhivaree 

t = 1.17 

an 
t = 1.36 

9W 

t -= l.i»9 

92* 

with Segal's 
t * 0.36 

0 * 

t = 0.51 

69* 

t = 0.59 

72* 

• Tte Static Ettclldesa universe predicts slop* = 0. 
Tired LI#ht tbaoriaa and Mllaa'a theory wltb observations in r-tlae 
(awcroecopic tiaa aealo) aak* the aaaa prediction. 

•• Ilia ttpaWMm Universe predicts slop* = 5.55 X10 . 
Mine's theory with observations in t-tiaa (atonic tiaa) aad Bellert's 
thaorjr aafca the saae pradiction. 

*** SagBl'a Oovarlant Cbronogaoaatry pradieta slope = 2.2V X10 . 
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coefficients- The degrst of correlation clearly increases with increasing 

H, but even the sdafjvsi value (p -0.2t for H =75) is significant at the 

SB% level. Bows J, b, and 5 contain the comparisons with the theoretical 

predictions. In each case the value of the t-statistic for compering 

the fitted slope to the predicted slope is given together with the 

corresponding significance level, the Static Euclidean acdel is rejected 

in all cases with significance levels exceeding 90f,. 

All of these tests indicate that reasonable changes in the value of 

H do not produce qualitatively different results in the comparison of 

the regression line and the predictions of the three theories; out 

both the slope of the regression line and the correlation coefficient 

are sensiti »̂  to the value adopted for H, both of then increasing with 

increasing values of H. Estimates of K are usually obtained frost a 

regression of apparent aagnitude • on lo?(V ) for large samples of 

galaxies which hopefully have similar intrinsic luminosities. Supernovae 

can be used for this regression also, and, in fact, using supernovae 

avoids some of the difficulties which arise from using galaxies. This 

subject will be discussed more fully in Chapter 13 where a new method 

for determining the Hubble constant will also be given. 

In Chapter 9 it was shown that the M - At relation for the present 

sample of supenovae apparently consists of two distinct bands which are 

well separated [cf. Figure 9-l]. The presence or these bands suggests 

that there are two distinct populations of Type I supernovae. If that 

is true, then the effect of these two populations must be taken into 

account in making the &t -V_ test [Figure 10-1]. The next chapter 
c r 

will discuss the reality of the two populations and Chapter 12 will 

discuss a method for taking them into account in the &t -V relation. 
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CHAPTER 11 

THE TWO LUMmOSITY CROUPS 

Returning to the apparent existence of two separated bands in the 

M -fit relation, consider Figure 11-1, which illustrates the results of o c 
per forming regressions separately for the two bands. The upper band, 

plotted as solid circles, is well separated froa the lower band, which 

is plotted as open circles. The gap between the two is everywhere greater 

than or equal to 0«6. The straight lines are the least squares regres­

sion lines: for the upper band, 

M = (-16.06 ± 0.35) - (0.122 ± 0-020) at (11-1) o c 

and for the lower band, 

M = (-16.7U ±0.58) - (0.101 ± 0.029) At (11-2) o c 
In the follow**ig text, the upper band will be called the more luminous 

group and the lower band the less luminous group, though it is not yet 

established whether the separation into two groups if a true luminosity 

effect or the result of a systematic bias in the reductions and calcu­

lations of the estimates of M • Table 11-1 gives the membership of the 

two groups together with the corresponding values of At and M -

Table 11-2 gives some of the parameters which characterize the 

relations between M and At for the two groups, taken separately and 

together. Note that the difference between the mean M for the v*o groups 

is l%3, a value more than twice the standard deviation in both cases. 

The statistic for testing the consistency of two means, x,, 3u, is 
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Figure 11-1. Regressions of Absolute Magnitude on the Comparison 
Parameter for the Two Luminosity Groups. 
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! te TK> Groups of Stvcnwvsc 

More Lminoa* Grot? Less Lwincu* Group 

9 A t c Ho SB * \ Ho 

las** 9-1 -19-7 1937d 21.U -19-fc 

1921c 18.6 -20.0 1957* 16.8 -I8.7 

1957c 17-0 -20.U 1957b 18.5 -18.3 

1939* 1^.6 -19-5 196ld 19-3 -18.3 

1939b 8.8 -18.9 196lp 28.1 -19-5 

WM 1U.6 -19-8 1962a 26.1 -19.0 

195>*b 16.6 -19.7 1962e 19.9 -18.1* 

1955b 16.3 -19.7 1962J 22.1 -19.6 

1956a lk.6 -19.8 1962p 19. h -19.1 

1959c 21.1 -20.U 1963d 18.6 -19.0 

1960f 23.1 -20.7 19631 18.2 -18.5 

1960r lfc.3 -19.8 1963p 13.9 -18.1 

19621 18.0 -20.8 196U1 18.1 -I8.9 

1963J 22.0 -21.3 1966k 17.'4 -17.6 

196Ue 21. U -20.9 1967c 21.0 -18. U 

19651 13-7 -19. u 1969c 21+. 1 -19.U 

1966J 23.7 -20.6 19711 1U.9 -18.U 

1966n 25-1 -21.6 

1968e 12. k -20.3 
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Tabic 11-2 

Para—tar i of t te Relations between n^ and g t c for the 

Groups, Taken Separately and Together 

More Luainous 
Group 

Less Luainous 
Grows? 

Both Groups 
Taken Together 

M « 19 17 56 

* , * » ( « , ) -20.17 ± 0^69 -I8.7U * 0?56 -19-51 * 0?9»» 

Intercept of 
Regression Line -18.08 ± 0?35 -16.7k * 0?58 -18.55 ± 0?68 

Slope of 
Regression Line -0.122 ± 0.O20 -0.101 ± 0.029 -0.0512 ± 0.0359 

Correlation 
Coefficient p 0.852 O.67O 0.237 

t-Statist ic for 
Testing p 6.188 3.U99 1.U25 

Significance 
Level of Test 

greater than 
99-95* 99-?£ 92* 

A^ c * ff(Atc) 17.10 ± U.70 19.87 ± 3.71 18.hi ± U.33 



where n,, n^ are the two sample sixes, and 

I 

t. - ̂ " ^ JV* (11-3) 
s K ^ 
2 

n l + n 2 
S = * K n

1 - l)oj_ + (»2 - l)ff2 » (11-^) 
f , ^ , . » 

with oy og being the two standard deviations. This statistic has a 

t-distribution with (n. + n_ - 2) degrees of freedom. For the present 

case t = 6.8 with 3** degrees of freedom, indicating that the difference 

between the two aeans is significant at a level exceeding 99>95£* 

The slopes of the regression lines differ by only 0.021, a value 

comparable to the standard deviation of the slope in each case. The 

correlation coefficients are highly significant in both cases. 

The difference between the average values of &t for the two 

groups is 2.77 days. This difference might not seem significant when 

compared to the two standard deviations, ±b.70 days and ±3-71 deys, 

but the two samples together contain 36 points, and the t-statistic 

for comparing the two means has the value t =1.95. This value, 
m 

with 31* degrees of freedom, gives a significance level of 97$ for the 

difference. 

The minimum width in the fit direction of the gap between the two 

groups is about 5.5 days. Chapter 8 contained n thorough sensitivity 

analysis of the effects on the estimated At value* of the various 

techniques used in the reduction and fitting of the light curves. 

That ?tudy did not reveal any systematic differences large enough to 

account for the gap between the two groups. Furthermore, there does 
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..ct s«*es t o be any exclusive %ssociation of either group with on- of 

the particular reduction techniques. If the gap dees not represent a 

real e f f e c t , i t siust be the result of a bizjs in the estimates cf K 
' o 

rather than in £.t . c 

The estimates of M were calculated by the formula o 

M - m - at - M). o c 

where the m̂ - M; is the estimated distance .nodulus of the galaxy and 

m is the corrected peak apparent magnitude. A plot of H as a function 

of m - M} did not show any hint of a separation into two luminosity 

groups or of any correlation c" M with (m - M)« Thns if the gap 

wer-* caused by systematic biases in estimating the M , they most liki.ly 

would have arisen in the estimation and/or the correction of the m . 
o 

The four different methods for estimating the original uncorrected 

m were tested for systematic differences. The details of these tests o 
are given in Appendix ". They revealed no strongly exclusive association 

of either luminosity group with any of the methods. tXirthermore, the 

average values of th»; M for the various methods are very similar. 

Similar tests of the methods of correcting for absorption within the 

parent galaxies ,'described in Appendix :;) also showed no significantly 

exclusive association of either group with any of the methods of calcu­

lating or estimating the correction. The average total correction for 

the more luminous group was A,,. = 1.1} = -".tfl and for the less luminous 

group was A— - •"/?# ± T.7'». The difference, ""l"7, is not statistically 

significant. 



Anotner approach to the effect of the corrections on the final 

M - it relation is tc consider the relation that arises when the V. o c c 
are calculated using the uncorrected estimates of a . This plct is shown 

c 

in Figure 11-2. The abscissa is the sane as before, but the ordinate is 

based upon the original ns without correction for absorption either in 

our own galaxy or in the parent galaxy. The two groups are plotted 

with the same symbols as before. Two parallel lines have been drawn 

which essentially separate the points into two groups. There is only 

one point in the gap betw-en tfc» two lines. The gap itself has a 

vertical separation of aoout 0.5. All of the points above the gap 

belong to the more luminous group, and all of the members of the less 

luminous group lie below the gap together with four members of the more 

luminous group. Thus, aside from the five members of the more Ivminous 

group that lie in or below the gap, the uncorrected magnitudes themselves 

display a tendency to separate into two groups when plotted against Lt . 

The separation into two groups in Figure 11-2 would probably have 

gone unnoticed had there not been some & priori means of identifying 

the points. It appears, then, that it is the correction for absorption 

that sharpens the separation into tvo groups. Thera are two possible 

opposing interpretations: (I) The separation into two groups is es­

sentially already present in the uncorrected plot and the correction for 

absorption within the parent galaxy brings it to a sharper focus by 

reducing the random scatter due to the absorption error, or {?.) the 

apparent separation into two groups in the uncorrected plot is a random 

fluctuation that is unfortunately emphasized by the small difference, 

T.17, in the average total correction for the two groups. The latter 
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view presuppores a chain cf coincidences that taken altogether is highly 

improbable. Even if the gap is Figure 11*2 were assumed to be a random 

fluctuation, the correction process was designed to satisfy consistently 

other criteria which have nothing to do with the location of the points 

in that plot. As a further check ss this line of reasoning, Figure 11*1 

was plotted again using only supernova* with Measured color excesses or 

which occurred in elliptical galaxies. Although **ier* say be considerable 

errors in the absorption corrections for this subssmple, th* corrections 

are surely all consistent. The two bands were well defined in the plot 

with exactly half of the 22 points in each hand. The remaining 1*. super* 

novae were corrected by either l"; or by '*•: depending on whet:u>r or not 

they occurred in a spiral arm. Since there was no strongly exclusive 

• asrociation of either of these corrections with one of the luminosity 

groups 'cf. Appendix .) , it is almost certain that the addition of those 

supernovae to the sample did net introduce any systematic effects either. 
e> 

It would appear then that the two bands and the correlation within 

each band were not caused by flaws or inconsistencies in applying th? 

estimation and correction procc.iures. Tture res-ins the possibility that 

some of the assumptions in the procedures are incorrect. These assumptions 

concern the weaning of the Hubble relation, the value of th* Hubble 

constant, and the various techniques used in constructing luminosity 

functions for galaxies. Even th* measurements of the integrated 

. apparent magnitudes of the parent galaxies were based on the assumption 

that the Hubble relation is truly linear, this assumption being needed 

in order to give the proper aperture adjustments so that the integrated 

• magnitudes are consistent for galaxies at various distances. Th-
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linearity of the relation for galaxies within 30 Mpc has recently been 

challenged by &s Vaucouleurs (l-tfa), Kho found two different parabolic 

laws for the North and South Galactic Heeds pheres. Although a plot of 

the positions of the supernovae (cf. Appendix 6) shows that both luminosity 

groups coexist in the same parts of the sky so that the separation into 

luminosity groups was not caused by some anisotropy in the Hubble law, 

the. correlation within each group may have been affected by local non­

linear perturbations in the law. The question of linearity of the Hubble 

law will be discussed in more detail in Chapters 15 and 1U. 

For the present, with regard to the question of the reality of the 

two luminosity groups, the arguments that have been given here indicate 

that the consistent reduction of tne best available data using the 

currently accepted, conventional assumptions support the conclusion 

that the groups represent two distinct populations of Type I supernovae. 

If one accepts the admittedly speculative hypothesis that normal distri­

butions have some fundamental significance in nature, then some further 

support for this conclusion is given by the distribution of the magnitudes 

for the too groups taken together end separately. These distributions 

are shown in Figure 11-3. In each case the distribution was plotted as 

a histogidB of *) boxes with the width of the boxes being approximately 

equal to the standard deviation of the magnitudes in that group. The 

distribution for the two groups taken together appears to be distinctly 

skewed from a normal distribution, but the two distributions taken 

separately appear to be reasonable approximations to normal distributions, 

considering the small sizes of the two samples. The distribution for 

the groups takan together becomes more sensible, then, vhen it is regarded 

as the sum of two normal distributions. 
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supernovae, they obtained a distribution having two frequency s«xls» 

corresponding to E end to S(9)c galaxies. Tbe present i f U , which 

probably has anny supernovae in coonc with their seaple, ha* • 

siallar distribution. A eeeperison of the two distributulons together 

with an analysis of the relative frequency of the two luminosity 

groups ir. different type* of galaxies is given in Appendix ~. Both 

ljBinosity groups occur ir. ellirtlcal galaxies, thus ruling out an 

identification of the two grow* vith Population I ana II stars. 

There appears to be a slight trend for th« more luminous group to ocrrur 

sore often ir. galaxies of later types (Sb, Sc, Irr) and for the lees 

luminous group to predestinate in earlier types (E, SO, Sa), but the 

numbers ir. the various types are too small to Judge vhethe.- the trend 

is statistically significant. Such a tendency would explain the 

correlation of *U with galaxy type first noticed by Pskovskii and 

confirmed by this study (cf. Appesdix '-). 

Another wore recent attempt to identify two distinct subtypes of 

type I supernovae has been described by Barbon, Clatti, and Rosino 

(10) who collected the light curves of 26 supernovae and divided them 

into two groups which they character?zed as being "fast" or "slow" 

?jpernovae. Their criterion for determining whether a given supernova 

was fast or slow w*s somewhat subjective, "fast" supernovae b-tin* 



described as showing "peaked maxima with Urge *=plitude," voile 

"slow" supernovee here "broad and shallow maxima." Tbey arrived at 

this distinction b; intercoaparing light curves, superimposing them 

and shifting then elong both the time and the brightness axes In order 

to obtain agreement, in this way tney obtained two "average" light 

curves which chare "terize the two groups. In other words, they tried 

to divide the light curves into two self-consists»t groups which they 

characterised as teing fast or slow according to the peraneters of the 

final average light curves for the groups. Such a procedure is 

necessarily subjective if there is an underlying continuum of fonts of 

the light curves. This arbitrariness was probably compounded by their 

cospariaon procedure, allowing unconstrained shifts of the light curves 

in both directions. Furthermore, they aade no attempt to convert 

light curves aeasured in the B-system to the a -system. 
P§ 

There i s l i t t l e correlation between the groups of Barbon et al. 

and those of the present studr* Table 11-5 iimejsm the group member­

ship for the 21 supernovae common to the tv» studies. 

Table 11-5 

Cowparison of the "Fast" and "Slow" Groups of 
Barbon, Ciatti, and Rorino with the 
luminosity croups of the Present study 

^N,**<*,^Beirbo» et el. 
Rust ^ * ^ ^ ^ ^ 

"Past" 
Supemorae 

"Slow" 
Supernovae 

More luminous 
Group 3 * 

Less Luminous 
Group c 5 
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Figure 11-it shows the distribution in At of the 21 common supercovae 

with the "fast" and "slow" groups indicated by different shadings. 

The large overlap between the two groups indicates that the -distinction.; 

between fast and slow is somewhat arbitrary. The average fit for the 

two groups c~e significantly different, however. The average value?, 

At = l-.lU. days for the "fast" group and At c = 19-95 days for the 

"slow" group, are very close to the averages for the two luminosity 

groups in the present study: Zt = 17.10 days foi the sore luminous 

group and At = 19-87 for the less luminous group. The difference 

between these latter two averages is significant at the 977? level. 

3arbon et al. also found little difference in the average Mg for their 

groups, with M^ -= -It:.62 and K^ -18-50 for the "fast" and "slow" 

groups, respectively. The present study gives different averages for 

the two luminosity groups, M̂ " = -20.17 and jQ -18.7**. On the basis 

of these considerations, the luminosity groups of this study are 

such sore likely to represent a true dJ.visic.i of Type I supernovae 

into distinct groups than are the "fast" and "slow" categories of 

Barbor, et al. 

If the luminosity groups are real, and if the correlations of 

M 0 with At are also real, then these relations will have far-reaching 

consequences both in the study of supernovae theory and in extra-

galactic astronomy. Any successful supernova model will have to explain 

the existence of two groups having similar correlations between the peak 

luminosity and the rate of fall of the light curve, but different 

total energy releases. That the peak luminosity and the rate of fall 

in luminosity might be correlated is not a* all surprising* A similar 
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correlation has been found for ordinary novae (151), but in that case 

the relation betveen the peak luainositv a*d the logarithm of the rate 

of fall is linear and in the opposite sense, with the more luainous 

novae having the vore rapidly falling light curves. 

The relations between K^ and &t within the two band? are very 

•uch analagous to the period*laadnoslty relatione for cepheid variable 

stars, thus they should provide a relatively precise distance indicator 

that c;n be extended to such larger distances thac the currently 

available «»ethoc s of sisiiar precision. This new aethod of distance 

estiaaticn will be discussed in Chapter 1U. 
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CHAPTER 12 

FURTHER REFTKEMEirrS AID FUTJRE PROSPECTS 

FOR THE At - *r TEST 
c * 

In Chapter 11 it K < shown that the present ssaple of superoovae 

was drawn from two different parent populations. The two sub staples 

have different average absolute Magnitudes M au-i different average 

values fit oJ* the coaparisor. parameter. The power for discriminating c 
among cosmclogical aodels of the fit -V test has undoubtedly been 

lessened by this mixing of populations. As s»re data become available, 

the test will surely be pe* formed on the two groups separately. For 

the present there are not enough light curves available in either group 

to give a Meaningful statistical test- Because of this fact, a aore 

refined test was simulated by translating the less luminous group so that 

it was consistent with the aore luminous group. This was possible because 

of the basic similarity of the M -At relations for .he two groups. 
o c 

The slope of the M -at regression line for the aore luminous group 
was 0.122 ± 0.020, and the average point was (fit~ -. 17.09, M -20.1''). 

c c 

The corrr-3ponding values for the less luminous group were slope - 0.101 ± 

0.029 and average point - (fit 19.67, M - -18.7U). Because the slopes 

vere so similar, i t seemed natural to rectify the less luminous group by 

subtracting 2-7$ days from al l of the fit and subtracting 1?U3 from a l l 

of the M . The result of tnie adjustment i s shown in Figure 12-1. 

The basic similarity of the two distributions i s emphatically demonstrated 

by the overlap of the two groups. The l ine i s the least-squares regres­

sion line 
M -(1R.2 ± 0.28) - (0.115 ± 0.016) fit o c 
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T-.» reconciled magnitudes were regressed on V in order to check for 

luminosity selection effects, and none were found. The reconciled 

sample was therefore judg?d to be appropriate for the At -V test. 

The V - fit relation for the reconciled sample is shown in Figure 

12-2. The results are completely similar to those obtained with the 

unreconciled sample with Segal's ckronogeooetry giving much better 

agreement with the regression line than the other predictions. The 

values of the t-statistics for comparing the various predictions to 

the regression line are not very meaningful since this is only a 

simulation. The exercise suggests that the agreement between Segal's 

theory and the observed data in the original sample did not arise as 

an accidental side effect of using a sample from mixed parent populations. 

It further gives an idea cf the kind of scatter to be expected in a 

refined sample from either of the populations alone. This in turn gives 

information on the kind of data that should be obtained in the future in 

order to strengthen the test. 

The t-statistic for comparing a fitted slope b to a predicted slop*: 

B is 

^-'^--^fiyvj* ™ b B S ^ b T 

where a [(/St ) 1 i s the standard deviation of the intrinsic variation 

in fit . ^or the reconciled sample, the 21 supernovae with 

V < 2000 km/sec have <*[(At ) ] = 3*&0 days. This i s probably a good 

estimate of the value that would be obtained from a refined sample 

drawn from only one of the parent populations. It will b* used as such 

in the following to calculate the number of point r. needed to give 9% 
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tests between various pairs of theoretical predictions. Equation (12-1) 

cin be used for these calculations by assuming th»+ a given pair predicts 

slopes b and B. Once the values of b, B, and **[(At ) ] are fixed, the 

value the t-statistic, and hence the significance level of the test, 

can be varied only by choosing the sample to vary the quantity 

S = VtfV - V J 2 . (12-2) 
w r, r 

For the present savple, the range i s -299 <V < 16,000 tan/sec, but the 

staple points are heavily concentrated -coward the lover end. a fact 

reflected by the average and standard deviation, V = 3009 :': 3732 km/sec 

The value of S ±3 S = 2.21 X 10 . This value can be used, together 

with the slopes of the various predictions, in Eq. (12-1) to calculate 

the power cf a true refined sample with the same V distribution to 

discriminate between the various pairs of predictions. 

The present reconciled sample had (At ) = 15.36 ± ?.8o days. 

Using this average value to calculate the predicted slopes gives: 

(1) slope -- ̂  c'o a 5.2 X 10 , for the classical expansion 
c 

hypothesis, and 
(2) slope = k c'o = 2.8 X 10* , for Segal's chronogeometry. 

c 
The prediction of the static Euclidean hypothesis is, of course, 

slope = 0. The t-statistics and corresponding significance levels 

for testing the various predictions against one another are given in 

Table 12-1. None of the tests is close to the traditional 95$ value 

though the test of Segal's chronogeometry against the static Euclidean 

hypothesis is close to the less strict 90$ level which is accepted as 

adequate by some statisticians. 
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TABLE 12-1 

The Power of a Staple with the Same V -Distribution as the Present 

one to Discriminate Between Alternative Theoretical Predictions 

Test t - s tat i s t ic Significance Level 

Expansion Hypothesis against 
Static Euclidean Hypothesis 

•303 62* 

Segal's Chronogeometry against 
Static Euclidean hypothesis 

1.21 38^ 

Segal's Chronogeometry against 
Expansion Hypothesis 

0.905 an 

All of Vie regressions of At on V that have been perforated in both 

this chapter and the previous ones gave fitted slopes greater than any 

of the predicted values. These larger slopes may have resulted from 

the deficiency of data at larger values cf V r, but che possibility is 

open that the true slope actually is greater. If the graatsr «iope 

persists as more data become available, then the testj of that greater 

slope against the static Euclidean and the classical expansion hypotheses 

become more powerful than any of those shown in Table 12-1. More pre­

cisely, if the future data should continue to give slopes approximately 

the same as the results so far obtained (slope ~ 3-0 X 10 days/tan/s;«c» 

say), then not too many more data points will be required to reject the 

static Euclidean and the classical expansion hypotheses at the y% 

level since the tests are almost powerful enough to reject them already 

with the present sample. The test for discriminating against Segal's 
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chronogeometry would be quite difficult, however, unless the new data 

give a slope very such greater than that given by the present sample. 

All of this i s only speculation, and for the present i t i s interesting 

to assume that one of the three predictions i s correct and to determine 

how many sore data wLJL be required to discriminate between them. 

There are three ways to increase the quantity S [Eq. (12-2)3 *°& 

hence the significance level of a given tes t : (1) increase the number 

cf points in the staple, (2) increase the dispersion of the sample points 

within a given vange, and (3) increase the range of sample points. In 

tbe present sample tbe value of S would have been greater i f so many of 

the points had not been clustered at the lower end of the range. If 

they had been scattered uniformly over the range, S would have 
k k 

been 2.77 X 10 rather than 2.21 X 10 . Consider the general case of 
a saaple containing N points spread uniformly over a range 

CSV $ V . The mean value of such a sample i s V = V / 2 . The value r m r m 
of S i* given by 

3 t l = / m / v - \ f N_ dV, 
m 

which gives 

A uniform sample would give the most pleasing V - At plot, but a 

more effective lanple for increasing S would be one with half of the 

sample points clustered at each end of the fitting range. The mean 

of such an end-points sample would s t i l l be V = V /2 , but the value 

of 8 would be 
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* ' *„ - V*(i) " =J V*~ • (MA) 

Ccstbining Eos. (12-3) and (12-U) it is easy to see that if H is the 

masher of points with a uniform distribution in V required to give a 

certain value S = S , then the number I _ of points in an end-points 

distribution which would be required to give the sane value of S is 
only "EP = V3-

The range of the present reconciled saaple extends to 16,000 loa/sec. 

At this distance, the deviation between the best fitting straight line 

for the expansion hypothesis and the slope = 0 straight l ine for the 

static Euclidean hypothesis i s only 0.8? days. The standard deviation 

of the intrinsic variation of fit i s 3.30 days, a valu? ^.6 tiaes greater 

than the deviation between the two ^--dictions. To extend the range of 

the observations to the point where the deviation between the predictions 

i s equal to the intrinsic standard deviation would require observing out 

to V = 73,000 tan/sec. Assuming H - 100 km/sec/Mpc gives 

ffl-m - M - 5 l o g l T j - l - 5 - 39-5 

as the distance modulus corresponding to this velocity. The average 

absolute magnitudes of the two luminosity groups are M * -20.2 and 
o 

M = -13.7. The corresponding peak apparent magnitudes when the super-

novae are at distance m - M = 39.5 are s» » 19*1 end m » 20.6. In 
o o 

order to obtain light curves for the kind of analysis dona in this thaais, 

i t i s necessary to measure down to about m • 2?% Allowing 1.0 mag. 
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for extinction in our own ar* the parent galaxies Beans that the observing 

equipment must be able to reach the limits • = 22.6 for the •ore luainous 

group and • = 2fc.l for the less luminous group. These lisdts are .fithin 

the capabilities of present equipment at large observatories. 

The V = 75,000 km/sec range is quite arbitrary and the tests can 
r 

all be made with samples taken out to smaller limiting V r, but the 

smaller the range, the greater is the sample size required to make any 

of the given tests definitive. Table 12-2 gives, far various limiting 

V the sample requirements for discriminating at the 95̂ 6 level of sig-
r 

sificance between pairs of the three alternative hypotheses that have 

been discussed. The numbers of sample points required are given in each 

case for both a uniform sample and an end-points sample. These numbers 

(which should be regarded as approximate indicators rather than rigid 

specifications) were obtained by using Eos. (12-1, 12-2, 12-3, 12-U) 

and a table of the t-distribution (172). The numbers enclosed in 

parentheses should be regarded as "foraal" estimates since, in actual 

practice, more sample points would probably be required to eliminate 

the possibility of spurious small sample effects. 

The numbers in the table indicate that if Segal's ^hronogeometry 

is truly the correct hypothesis, then the present sample can be easily 

extended to verify this even without going to a fainter limiting V r. 

At V * 16,000 km/sec only 16 points in an end-point sample would 

be required to eliminate the static Eucliuean hypothesis. Of these, 

the 8 points at lower end of the range are already in the sample (in 

fact, there are 21 supernovae with V < 2000 km/sec), and two of the 

points at the higher end (8U955b and Sal962*) have already been 
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TABLE 12-2 

Saaple Requirements for Discriminating at the 95$ Level of Sigoificance 

Between Fairs of Alternate Predictions far the 

Slope of the V - flfc Relation 
*^ r e 

Upper Limit of Staple Range, V ^ = 16,000 25,000 36,500 73,000 

Limiting 
Magnitude 
Required 

More Luminous Sroup 

Less IfflalnfT Group 

19.3 20.3 21.1 22.6 

20.8 21.8 22.6 2U.1 

•umber of 
Sample 
Points 
Required 
to 
Reliably 
Discriminate 
Between 
Alternative 
Hypotheses 

Classical 
Expansion 
Hypothesis 

v s . 
Static 
Euclidean 
Hypothesis 

Unifam 
Sample 

End-points 
Sample 

680 280 130 35 

228 9U Uii 12 
•umber of 
Sample 
Points 
Required 
to 
Reliably 
Discriminate 
Between 
Alternative 
Hypotheses 

Segal's 
Chrono-
geometry 

vs . 
Static 
Euclidean 
Hypothesis 

Uniform 
Sample 

End-points 
Sample 

U5 20 12 (5) 

16 8 00 (2) 

•umber of 
Sample 
Points 
Required 
to 
Reliably 
Discriminate 
Between 
Alternative 
Hypotheses 

Segal's 
Chrono-
geometry 

v s . 
Classical 
Expansion 
Hypothesis 

Uniform 
Sample 

End-points 
Sample 

75 35 17 (7) 

26 12 (6) (3) 



195 

obtained. So the sample needs only six acre light curves for supernovae 

with V ~ 16,000 ka/sec. The Had ting Magnitudes required to obtain 

these light curves are attainable with telescopes of intermediate size 

equipped with image tube devices. According to Drake Deming (173) the 

!*0 inch telescope at Prairie Observatory could be used to obtain tbe 

basic light curve measurements, although, if photographic techniques 

were used, the photoelectric ccaparison sequence would have to be 

obtained using a larger instrument. The r*dinl velocities would also 

have to be Measured with * larger instrument. 

The test of Segal's chronogeoaetry against the classical expansion 

hypothesis would be slightly more difficult since 11 more light curves 

at the upper end of the range would he required. Both of the tests 

neocme much easier with instruments which can measure light curves out 

to V - 25,000 tc/sec, and in fact there is little need to go further 
r 

out to verify or disprove Segal's tiieory. 

If the additional data produces fitted slopes more in agreement with 

the classical expansion hypothesis or the static Euclidean hypothesis, 

i t is absolutely essential to sample out to a greater limiting V in 
r 

order to discriminate between the two. Even with V = 36,500 ka/sec, 

an end-points sample would require 22 light curves at tbe upper end of 

the range. But at V = 73*000 km/sec only 6 new light curves would 
max 

be required and this is well within the capabilities of a large tele­

scope' Not all of the observations would require the large telescope 

since the peak apparent magnitude is 2?5 brighter than the faintest 

that must be reached. Any effort of this sort would require the dose 

ct .-per at ion of the various systematic supernova search projects. 
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The Paloaar supernova search in 1972 (17*0 discovered 15 new 

supemovae, seven of which were in anonyaous galaxies with a X 16.5-
Pa 

these seven would certainly have been good candidates for the tests 

involving Segal's chronogeoaetry. It would probably be necessary to 

search to even fainter Magnitudes than is currently done in order to 

reach the V needed for testing the expansion hypothesis against the 

rcatic Euclidean hypothesis, although two of the supernovae that were 

discovered occurred in galaxies of Magnitude 18.5-

The peak Magnitudes obtained in the process of gathering further 

light curves for the V - at relation will also be very useful for 

determining the correct slope jf the log (V ) -• relation. This rela­

tion, which is one of the arst important observational relations in 

coaaology, is the subject jf the next chapter. 

• 
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CHAPTER 13 

THE RED SKIFT-HAGRTTUDE RELATION AMD A HEW 

METHOD FOR DETERMIllIflG THE HUBBLE COBSTAHT 

The aost fundamental relation in modern cosmology has been the 

velocity-distance formula. Although some of the earlier workers believed 

that the relation is a quadratic [cf. Lundoark (169)], it has been almost 

universally accepted since the time of Bubble's fundamental work in the 

1950's that the relation is locally linear, having the form 

V, = Hr (13-11 

r 

where H is the Hubble constant. A great deal of work in the last decade 

has been devoted to setiing the departures from linearity which are 

predicted for very large redshifts by the conventional Friedmann expansion 

models, but almost no one has questioned the linearity for red shifts 

z less than about 0.3* 

Estimates of H are usually obtained froo a regression of log(V ) 

on apparent magnitude m for large samples of galaxies which hopefully 

have similar Intrinsic luminosities. Following the development of 

T. A> Agekyan (168), let m be the measured apparent magnitude, t/n 

be any correction needed in that measured value, M be the absolute magni­

tude and r be the distance to the galaxy measured in par sees* Then, 
(m-tfO-M = 51ogr-5. (13-2) 

According to the Hubble law, this expression can be written 

(• - am) = 5 log (Vp) - 5 - 5 log (H) +M. 
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Takirg a ?ho\e collection of galaxies with average absolute Magnitude 

M, or* c*r. write for each of them 

(s^-*^) » 51og(V r )*(M-5-51ogH) • (H^ -R)- (13-3) 

These expressions are the equations of condition for a regression of 

(m. - m) on log(V )- The result of such a regression is a straight 

line 

(ai - fli) = A.log(Vr) + B, (15-M 

where A and B are the parameters of the fit. The M. -M behave like 

random errors, averaging out to zero, so one can estimate H from the 

expression 

B = M-5-51ogH, (13-5) 

if one knows the value of M-

Hote that the value of A should turn out to be very nearly 5 or 

else the linear Hubble law is not valid. It has been a common practice 

in recent year3 to assume the validity of the Hubble law and held the 

constant A fixed while performing the fit. When reiaxy magnitudes are 

used for (a. - Am*), such a procedure does not provide an independent 

test of the linear Hubble law no matter how well the resulting line fits 

the data and no matter how small the scatter in the data. This point 

has been demonstrated by Segal (165), whc pointed out that the measurement 

of the galaxy magnitudes a. requires an assumption of a cosmological 

model in order to determine the aperture corrections needed to give 

consistent magnitudes of galaxies at varying distances. 

The basic problem is that galaxies have finite angular extent and 

diffuse boundaries. If the e«une aperture is used for both distant and 

nearby galaxies, the magnitudes of the distant galaxies will be 
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systematically too bright because a greater portion of the luminous 

disks will be included. The form of the correction unfortunately depends 

on the geometry of space-time, i.e., on the assumption of a coaaological 

model. Segal showed that this problem cannot be avoided even by con­

fining the sample by observing only very narrow central portions of 

galaxies with fall red shifts (say z < 0.1). In particular, he proved 

that such low z observations cannot distinguish between the Hubble Law, 
2 z « r, and the quadratic, "Lundmark Lav," z « r , [cf. (169)]. He did 

this by showing that if either one of the two laws is actually valid and 

if the observations are made twice, once with the aperture correction 

designed for the Hubble law and once for the Lundmark Law, then both 

sets of observations will agree with the corresponding law no matter 

which of the two is actually valid. Thus, galaxy observations cannot 

provide a model-independent test of the linearity of the relation. 

The recent monumental work of Sandage and his collaborators proves 

that if the observations and reductions are made in accordance with 

the Friedmann models, then the results are consistent with a linear 

Hubble law. It is still possible that if the same observations are made 

and reduced in accordance with some other theory, the result might be 

a completely different velocity-distance relation, e.g., a quadratic lav. 

Segal's Covariant Chronogeometry predicts a quadratic law for snail 

redshifts. In (165) he showed that if the observations are made in a 

frequency range where the spectral function of the source is of the 

form f(v) * l/v t where a is called the spectral index, then apparent 

magnitude m is related to red shift z by 

m = 2.5 logz-2.5(2-a)log(lfz) +C 
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where C i s a constant whose value depends on the absolute w^nitude M-

For a l l reasonable values of a and for sstall values of z, this expression 

reduces to 

a ~ 2.5 log z +const., 0 < z < 0-1. (13-6) 

To see that this expression actually corresponds to a quadratic velocity 

distance law, it iv easiest to substitute such a law into Eq- (13-2). 
2 2 2 4* 

Taking z = k r where k is a constant gives r = z*/k which, when substi­

tuted into Eq. (13-2) gives 

(•-a»)-M= 5-og (z*/k) - 5, 

or 

m = 5 log (z*) • [M + m - 5 logk - 5], 

which can be written 

m - 2.5 log 7. + const. 

To support his claia that the local red shift-distance relation 

is quadratic, Segal cites a 1962 paper by G. S. Hawkins (170) and a 1972 

paper by de Vaucouleurs (1U6). Hawkins used the galaxies in the classic 

study of Humason, Mayall and Sandage (118) to obtain the regression line 

m = 2.26 log z+k .63, 

2.22 which gives a red shift-distance law of the form z ee r * , and interpreted 

the result as evidence for a quadratic law though he admitted that, 

"A linear law can only be obtained from these data by postulating that 

systematic biases, such as selection effects, exist; and by weighting 

the observations in some way so as to remove the suspected bias." 

De Vaucouleurs calculated the distance moduli of a sample of nearby 

groups of galaxies (r < 30 Mpc) using several methods and extensive 
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cross-checking to obtain consistency. When he plotted red shi f ts against 

his f inal distance estimates he obtained an apparent quadratic variation 

which he attributed to a local anistrcpy in the expansion law (presumably 

caused by the "local supercluster"). 

Both of the above studies involved galaxies and hence are subject 

t o the sar.e c r i t i c i s e s that Segal invoked in his arguments abcut the 

aperture e f f e c t s . One way t o avoid some of these d i f f i cu l t i e s i s to use 

supernovae for the analysis . Supernovae are point sources, so there i s 

no need to worry about aperture corrections. Thus they are ideal 

candidates for determining the redshift-magnitude re lat ion. 

The redshift-magnitude relation for supernovae has previously been 

studied by Kowal (U9), w ho followed! the usual practice cf holding the 

slope A fixed at the value 5«0. The 29 supernovae in th i s study with 

measured red sh i f t s were subjected to the m-log(V ) analysis , but both 
r 

parameters were allowed to vary in the regression. The peak apparent 

magnitudes m of the supernovae were used as the m.. The symbolic o i 

v e l o c i t i e s were corrected for the solar motion re la t ive to the local group. 

In working with galaxies the corrections tfn, consist of: (1) the aperture 

e f f ec t , (2) the l ight travel time e f fec t , (3) the K-correction for the effect 

of the red shi f t on the spectrum of the galaxy, and (h) the correction 

for absorption [cf. Human son, May a l l , and Sandage (118) ] . The f i r s t 

correction i s unnecessary for supernovae. The second correction i s only 

required for z 2 1.0 and hence does not apply for th is study. A great 

deal of work has been done on deriving K-corrections for galaxies , but 

the spectrum of a supernova i s very different from the spectrum of a 

galaxy; so the same K-corrections cannot be used. The red r-hi ?*ts in 

the present sample are a l l re la t ive ly small (V "- 16,000 km/sec), and 
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the pass band for the m system is fairly broad; so the K-corrections 

were assumed to be negligible. In the case of galaxies, the fourth 

correction is accoaplished easily using the cosecant lav, but for super-

novae the absorption correction is more difficult because of absorption 

within the parent galaxies. This problem was discussed in detail in 

Chapter 9* The corrections that were calculated there were used to 

correct the magnitudes for the m -log(V ) analysis. 

Taking tne corrected peak apparent magnitudes for a. + /p. in 

Equation (13-3) gives 

m = 5 log (V ) + (M - 5 - 5 log H) + (M. - M), (13-7) 
°i i 

and equation (13-^) becomes 

m = Alog(V ) + B. (13-8) 

o r 

The results of the regression of m on log(V ) axe shown in Figure 13-1, 

which follow? the standard convention of plotting log(V ) on the y-axis 

and m on the x-axis even though log(V ) was taken as the independent 

variable in the regression. The two different luminosity groups [cf. 

Chapter 11] are indicated by different symbols. The supernova SN196lh 

was also included in the regression even though ir.a light curve was 

not complete enough to give an accurate value of At so that it could 

be classified into one of the luminosity groups. The two supernovae 

SK1939b and SN19631 (indicated by arrows) were judged to b« outliers 

and were not Included in the regression. Their symbolic recession 

velocities were 3U5 and lUo km/sec, values of the same order of magnitude 

as the random peculiar velocities of galaxies; so it is not surp-ising 

that they deviate so far from the fitted curve. 
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Figure 13-1 also shows the best fitting lines for a linear Hubble 

law (slope = 5«0) and a quadratic Lundmark law (slope = 2.5). The quad­

ratic law clearly fails to fit the data, but the agreement between the 

best fitting linear law and the regression is not as good statistically 

as the figure might lead one to believe, although it is obvious that the 

linear Is* give?; a much better fit to the data than does the quadratic 

one. The slope of the regression is A = U.l6±0.W*, a result which is 

comparable to some of the slopes obtained for galaxies by Humason, Mayall 

and Smdage (118). [They obtained, for example, a slope A -h. 33 ±0.58 

using a sample of 90 Sc and SBc galaxier with 2.2 < log(V ) < U.0.1 
r 

The correlation coefficient for the regression is 0.88U, and the 

t-statistic for testing it is 9.^76, giving significance at a level 

greater than 99* 95$* The t-statistic for testing the slope against 

slope = 5-0 is t = -I.90U, a value which rejects the linear Hubble law 

at about the 96.k% level. More precisely, if the Hubble law were truly 

valid, then the probability of obtaining a slope as low as A = h.lGk by 

chance is only 3-6^. The quadratic law is rejected at an even greater 

level of significance (greater than 99*95$) • 

At this point one should not attach too much significance to the 

apparent statistical rejection of the linear Hubble law. The sample 

does not extend to very large red shifts. For the smaller values of 

log(V_), the random motions of the galaxies are comparable to the sys­

tematic distance effects. Because of the weighting introduced by taking 

logarithms of the V , variations introduced by these random motions will 
r 

be unsymmetrical and predominantly downward in the diagram. Another 

possible source error is the absorption corrections. These should not 
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cause systematic effects in a larg£ sample, but in a small sample there 

is a slight probability that 2 or 3 very inaccurate corrections in the 

same direction at one end of the diagram could introduce a bias. 

Another intrinsic source of error in the present sample is the large 

scatter in absolute magnitudes which was introduced by combining the 

two distinct luminosity groups. It is apparent from Figure 13-1 that 

the two groups do have distinct luminosity characteristics, for even 

though they are not widely separated in the diagram, the points for the 

more luminous group lie systematically to the left of those for the less 

luminous group. In Chapter 11 the means and standard deviations for the 

absolute magnitudes of the two groups were estimated as M = -20.17 ±0.69 

and M = -18.7^*0.56. Taken separately, each group gives a much better 

approximation to the ideal single-luminosity class. The log(V ) -m 

analysis was therefore performed on the two groups separately even though 

the number of sample points in each case was small. The results of all 

of the regressions are compared in Table 13-1. The correlation coeffi­

cient was improved in both cases by taking the groups separately, but 

both of them rejected the linear Hubble model at a high level of statis­

tical significance. The analysis was also performed on the reconciled 

sample discussed in the preceding chapter. The results, which are 

illustrated in Figure 13-2, are very similar to those given in Table 13-1, 

with both the linear and quadratic laws being rejected at high levels 

of significance. 

Althcigh the present data seen to indicate that the true velocity-

distance relation lies somewhere between a linear and a quadratic law, 

it is important to keep in mind that the present sample is dominated 
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Table 15-1 

Remits o f t t e ^ . l o g ( T p ) Regrsstloat 

TneTse Giuaat 
Take* Together —J5T UM m w i 

a ^7 lb 12 

regressIon l ine 1..16U * 0.1.59 5 . * * * 0 . ^ » k . « 5 t O.J65 

B = intercept .1.606 * i .MJ - 0 . b » * 1.56B -1.299 * 1-21} 

B - correlation 
coefficient o.seb O.90O 0-965 

t - s t« t i s t i e for 
testing p 9.U-6 ? . l f 11.69? 

significance level greeter then 99-9M grester than 99.99$ greater than 99-991 

B for k*tt f i t t ing 
l ino with slope •- 5 J > . ? 0 J.-882 -J.660 

Cbeparlson of 
Regression 'iiie 
to best f i t t ing 
l ine with slope = 5 

'. -i .90k 

rejected st the 
9 t . H level 

t = -2.A66 

rejected s t the 
9 9 - » len.1 

t -2 .01' 

rejected at the 
96 .X level 
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by relatively low red shifts. Mot only are the relative errors due to 

randoa Motions greater for low red-shixt galaxies, but they are also given 

an inordinately high statistical weight by the use in the regression of 

the logarithmic scale for the V . The relative weights of the points 

are quite different when plotted in linear scales as V pea/sec] against 

r[l*pc]* Furthermore, there is a growing body of evidence [cf. de Vaucouleurs 

(V*6), Rubin et al. (171)] that the velocity-distance relation for local 

galaxies deviates significantly froa that of the general field. Therefore, 

until more data are available on supernovae with systolic velocities 

greater than, say, 8500 km/sec, it would be premature to rule out the 

linear Hubble law. By the same reasoning, it is also too soor. to reject 

the quadratic Lundmark law. 

If the linear Hubble law is accepted, then the best fitting line of 

slope - 5 for each of the luminosity groups, combined with the M - At 

regression line for that group, provides a new method for estimating 

the Hubble constant. Figure 13-3 shows the two best-fitting lines with 

slope - 5. Together they appear to give an adequate fit of the two 

luminosity groups* The idea for estimating the Hubble constant is based 

on Equation (13-5)» [B = M- 5 - 5 logH], although that equation cannot 

Itself be used because the average absolute magnitude M=M is not known. 

In Chapter 9 estimates were given for the values of M for the supernovae, 

but these estimates were calculated on the assumption that H = 100 km/sec/ 

Mpc. The basic equation for estimating H had the form 

(Vr\ M - m Q •• 5 l o8\Tr/ + constant 

- m * 5 log (V f) - 5 log (H) * constant. 
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Pigure 13-3« The Beat-Pitting Linear Hubble Law for Each of the 
Two Luminosity Groups. 
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Of course, soae of the estimates aere obtained from galaxy luminosity 

functions, but aost of these ware calibrated using an assumed value 01 

H, and the formula for changing the calibration value is derived from 

the above equation. The important thing to notice about the equation 

is that any error in H produces the same constant error in •XL of the 
M • This means that the M - fit relations defined by the two luminosity o o c 
groups may have zero-point errors, but the sltpes are not affected by 

variations in H« Thus, the slope, a, of the regression line 

M o = a A V b (13*9) 

for each group is correctly determined by the data, but the intercept 

b_ is in error by an amount which depends on the error in H. 

The regression line (13-9) passes through the average point 

(fit", M~) SO Eq. (13-9) can be substituted into Eq. (13-5); solving for 

log(H) and at the same time converting H to units of km/sec/type gives 

log H = 1/5 (afit" + b - 5 - B ) + 6 . (13-10) 

The only unknown on the right hand side of the equation is b. 

In order to use Eq. (13-10) it is necessary to find a method for 

estimating b independently of H. In particular, what is needed are 

supernovae occurrences in galaxies whose distance moduli can be determined 

by some independent means. If (n-M). is such a known distance modulus, 

then substitution of Eq. (13-9) into the identity m -M = (*-M) k 

leads to 

b = B < ) - afitc - (• -M ) ^ . (13-11) 

The values of m and fit are measured and the value of a i s correctly o c •" 
determined by the regression cf the estimated M on fit . Computing a 
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corrected b_ by this method amounts to shifting the regression line (13*9) 

vertically along the M axis until the absolute magnitude that it pre* 

diets for the supernova in question is consistent with the magnitude 

calculated by M =sr - (m - M ) . . m e final estlmte of b should be the 
O O K — 

mean of several independent determinations of this kind in order to 

average out the intrinsic luminosity variation of the supemovae. 

The method just outlined, for determining H removes one of the 

principal difficulties associated with the classical methods which use 

the relation V = Hr. That difficulty is to select galaxies that are 

near enough so that their distances csn be determined by primary distance 

indicators like cepheid variables, novae* brightest stars, angular 

dimensions of HII regions, etc., and at the same time are far enough 

away so that their peculiar velocities (~ 300 km/sec) do not significantly 

contaminate their red shifts. This is a problem that may not even be 

amenable to a solution by averaging if the red shift-magnitude relatior 

for local galaxies actually does deviate significantly from that of more 

distant ones. The present method avoids the problem because it does not 

require the symbolic velocities. It must be used with care, however, 

because o~* the apparent coorelation between At and V • The value of 

the slope, a, in Eqs. (13-10,11) and the value of "ST in (13-10) should 

be determined by samples of relatively local supernovae. The latter 

parameter is more sensitive to this effect than the former. If there is 

no luminosity selection in the sample, then a subssmple containing the 

more distant supernov&e will hn«e the same proportions of low &t and 

high &; values as a subssmple of nearer ones. The tit value for all 

of the supemovae in the former subssmple will, however, be systematically 
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higher than the ones in the latter because of the At -V correlation. 

The net effect on the MQ - At diagram will be to increase the scatter 

in the direction of the At -axis. As long as the saaple does not extend 
c 

to such large distance that the MQ - At correlation is destroyed, 

the inclusion of moderately more distant jupernovae should not produce 

a bias in the estimate cf the slope a. The estimate of At , by contrast, 

should be determined by a saaple of local supernovae, since otherwise 

the value of H predicted by Eq. (13-10) would depend on how far out 

the saaple extended. 

An ideal saaple for determining the parameter b, using Eq. (13-11), 

would be a collection of supernovae in Local Group galaxies since these 

galaxies are the ones with the best determined distances. Unfortunately, 

there was only one such supernova in the present study (SKL865a), and 

the absorption correction for its peak magnitude was rather crude. 

The sample that was ured consisted of the six supernovae which occurred 

in the Virgo cluster. The value adopted for the distance modulus of 

the cluster was "the best current estimate" given recently by de Vaucouleurs 

(1U6) who obtained it by averaging several independent determinations 

[cf. (1**6) and the references given there]. That value is (a-M). =30.65. 

Four of the six supernovae used belong to the more luminous group 

and two belong to the less luminous group. The values of a, for these 

two groups were taken directly from the regressions of Mg on At [cf. 

Chapter 11]. The two average values of b_ obtained by Eq. (13-11) vere 
b - -18.2U and b - -16.85 for the more luminous and the less lumi-Ml/ 1*1* 

nous group, respectively. These values compare favorably with the values 

originally obtained from the regressions, -18.06 and -16.7k. 



21! 

The average values fit for the two groups were calculated using 

only the 21 supernovae with V < 2000 km/sec. Of these, 13 belong to 

the more luatinous group and had (fit ) = 15.69 days. The eight belonging 
C Mli 

to the less luminous group had (At ) - 17.65 days. Combining these 
C LMJ 

values with the b „ and b._ and with the two values of B obtained ML LL 
from the separate regressions of m 0 on log(V ) [cf. Table 13-1] gi*«es 

by Eq. (13-10) the estimates IL- = 6?.l and H-. = 101.k km/sec/Hpc 

Taking a weighted average of these two values gives for the final estimate 

H = 92 km/sec/Mpc. 

This value of H should be regarded as a provisional determination 

by the present method. The obvious shortcomings of -the determination 

are the smallness of the samples involved in the regressions of n^ on 

log(V ), the regressions of MQ on &t , and in calibrating the zero 

point of the MQ - At relation. In spite of this, the value obtained is 

extremely close to the value obtained by de Vaucouleurs in his survey 

of nearby groups of .galaxies (1**6). Using (m-M) = 30.65 for the Virgo 

cluster, he obtained H = 9*+ km/sec/Mpc. If the average value of (m-M) 

is replaced uy the extreme estimates used in obtaining that average, 

then the present method gives H - 69 and H = 107 km/sec/Mpc corres­

ponding to (m-M)_ - 31-25 and (m-M) . ^ 30.3. Both of these 

values are in reasonable agreement with the current best estimates by 

other methods. If the debate about the slope of the log V -m relation 

is finally settled in favor of the linear Hubble law, then as more 

supernova light curves become available, the present method wiil provide 

a powerful means for estimating H. Furthermore, the accurate calibra­

tion of the zeru poir.* of the M 0 -At relation will provide a significant 

refinement in the use of that relation as an extragalactic distance 

indicator—a possibility that will be discussed in the next chapter. 
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CHAPTER Ik 

A NEW METHOD FOR ESTIMATING 

EXTRAGAJACTIC DISTANCES 

In Chapter 11 it was shown that there are two distinct luminosity 

groups of type I supernovae and thaw each of these groups has a well-

defined MQ - At relation. In Chapter 13 it was shown that the estimates 

of the slopes of these two relations are not affected by an error in 

the value of H used for computing the MQ or by the variation in At 

introduced by the &t -V relation, so long as the sample is confined 

to relatively local supernovae; but 'Jtese errors do introduce inaccuracies 

into the determinations of the intercepts. Fortunately, these zero-point 

errors can be removed by recalibrating the intercepts using supernovae 

which occurred in galaxies whose distances can be determined by other 

methods. This was done in the preceding chapter using the six occur­

rences in the Virgo Cluster. The resulting recalibrated relations are 

W M L = -0.122Atc - 18.2U, (1U-1) 

and 

( Me }LL = - ° - 1 0 1 & t

c " l b ' 8 5 ' < l U - 2 > 

for the more luminous and the lass luminous groups, respectively. 

The above relations can be considered to be the supernova analogues 

of the period-luminosity relations for Cepheid variable stars. They 

can be used to estimate the distance to a given supernova. The method 

consists essentially of measuring i t s light curve and using the value of 

At thus <ieternineci to p»-*4ict its absolute magnitude *n4 bene* i ts 

distance modulus from the appropriate MQ • At regression l ine. Of course, 
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it is necessary to assign the supernova to its proper luminosity group 
so that the correct regression line is used. This choice can probably 
be made from a rough estimate of the distance modulus of the parent 
galaxy like the ones used earlier to determine the two M,, -A* relations. 
Since the gap between the two bands is so pronounced, the estimate would 
probably give an unambiguous determination in most cases, though a more 
ideal situation would be to have some independent means of distinguishing 
between the two groups. Such a technique may be developed from systematic 
studies of supernova spectra or the time variation of their color curves. 

There is one other complication in the method. That is the dependence 
of At on v and hence on distance. This variation appears almost c r 
certainly to be significant, even though the exact slope is still 
uncertain. It will not have much effect on estimates of the distances 
to local supernovie, but it will have to be taken into account for 
more distant ones. 

In order to test the method, the distances to the supernovae in 
the present sample were calculated using the recalibrated relations 
(l>ul, 2). The observed values of At were corrected before substituting 
them into these relations. The correction equation, 

^Vcorrec. = < ^ c W " f2'80 X " " V 

was obtained f:om the regression relation for the reconciled sample 
[Figure 12.2]. These corrections were not very large for the nearby 
sixernovae (out to ;>0 Mpc, for exaaple), but they were significant for 
the more distant ones. In view of the present uncertainty in the cor­
rection relation, the latter estimates should probably not be given too 
much credence. 
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For r < 30 Mpc, the velocity-distance relation defined by the nev 

distant estimate: is quite interesting. A plot of the relation is 

given in Figure 1U-1. The plot of the supernova relation is superimposed 

on a plot of the velocity-distance relation for nearby groups in the 

north galactic hemisphere given in the study by de Vaucouleurs (lh6)-

With the exception of the two outliers SH1939o and SKL963i> which have 

been discarded in all the m^ -log(V ) regressions, the agreement between 

th? two different samples is exceptionally good. The two independent 

methods yield the same quadratic relation even down to the magnitude 

of the scatter! Thus, the new method of calculating distance;: i E 

consistent with the averaging methods for clusters used by de Vaucouleurs, 

and the new distance estimates support his claim that locally the 

velocity-distance lav is quadratic rather than linear. 
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• MORE LUMINOUS GROUP SUPERNOVAE 
O LESS LUMINOUS GROUP SUPERNOVAE 
A NEARBY GROUPS OF GALAXIES IN 

DeVAUCOULEURS* SAMPLE FOR 
NORTHERN GALACTIC HEMISPHERE 
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Figure lU-1. The Velocity-Distance Relation for the Local 
Neighborhood. 
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CHAPTER 15 

SUtMARY AND DISCUSSION OF RESULTS 

The analysis ir this thesis has been based on 37 1-ght curves 

observed during an 86 year period beginning with the first extragalactic 

supernova discovery (SKL885a). This sample contains every light curve 

that could be found which had a well observed initial rapidly declining 

segment, including one (sitL971i) observed by the author and his colleagues 

at Prairie Observatory. The light curves were originally neasured in 

several different photometric systems, but they were all reduced to the 

international m system. The resulting light curves, given in Appen-Pg 
dices 1 and 2, constitute a consistent sample for statistical studies. 

The reduction procedure made extensive use of Pskovskii's funda­

mental work on the time evolution of sixpernova colors combined vith 

photometric conversion formulas originally derived for normal stars. 

Many of the light curves were measured in both the m and in other 

systems. The agreement obtained in these cases between the measured 

and the converted m magnitudes validate the reduction procedures. 

Pskovskii's «ork on the form of the type I light curve was used exten­

sively in estimating the parameters of the brightness peak for fragmentary 

light curves measured in the m system. An iterative method was developed 

which combiner these techniques with the color curve to simultaneously 

convert to m and estimate the parameters of the peak for fragmentary 

light curves measured in other photometric systems. 

More than half of the supernovae in the sample had measured colors. 

For these supernovae, Pskovskii's color curve was combined with the 

absorption-reddening i lation to give estimates of the absorptions 
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within the parent galaxies and peak aagnitudes corrected for absorption. 

These absorption corrections represent the first atteapt known to the 

present author to obtain corrected magnitudes for which the correction 

in each case is consistent with the observed reddening. An analysis of 

the average corrections within various types of galaxies gave rough 

estimates of the absorption corrections for the supernovae which did not 

have measured colors. The corrected peak magnitudes thus obtained were 

used to calculate estimates of the corrected peak absolute magnitudes 

HQ- Extensive tests of the magnitudes obtained indicated the c .isistency 

of the two methods of correcting for absorption. 

Each of the light curves in the sample was fitted with the optical 

reverberation model of Morrison and Gartori. Previously this model has 

been used only for fitting the later, slowly declining segment of the 

light curve, but in the present study it was applied, with good results, 

to the early, rapidly declining segment. Tests of the model showed that 

it gives excellent fits to either segment taken alone, but it cannot 

fit the two together or the transition region between the two segments. 

If the model is valid, then these results can be interpreted as evidence 

that there are two distinct regions in the responding medium (e.g., 

a circumstellar envelope and the interstellar medium). 

Regardless of whether or not the Morrison-Sartori model is valid, 

it provided a fitting function which does an excellent job of "filling 

in" or extrapolating fragmentary light curves. The fitted curves were 

also used to define a comparison parameter &t (the number of days 

required for the apparent brightness to decline from nig +0?5 tu m 0 + 2?5)» 

which gives a consistent measure of the rates of decline of the light 
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curves that is relatively insensitive to errors in the estimates of 

the parameters of peak brightness (m,, peak apparent magnitude and 

t 0 = date of peak). 

The estimates of MQ and fit for the supernovae in this sample 

provide a data base containing much useful information both for super­

nova theory and cosmoiogical tests. Altho.gh the At apparently do 

increase with increasing symbolic velocity V , it was possible to get 

a good estimate of the intrinsic distribution by considering the super-

novae in the sample with V < 2000 km/sec. The estimates of MQ provided 

confirmatory evidence for two correlations previously reported by 

Pskovskii [cf. Appendix h]: (1) a correlation between Mg and the 

Hubble type of the parent galaxy and (2) a correlation between MQ and 

the luminosity or the parent galaxy. 

The estimates of M<, and fit taken together provide very strong 

evidence that there are two distinct populations of type I supernovae 

having different average values MJJ" and fit . The two groups, which were 

called the more luminous group (S^ = -2C.17, fit = 17*1 days) and the 

less luminous group (\ - -18.7U, fit = 19.9 days), were extensively 

tested [cf. Appendix 5] to determine whether or not they might have been 

the result of systematic errors in estimating the Mg rather than being 

real distinct populations. No systematic effects were found. The two 

groups were compared with subgrouping schemes proposed by previous 

authors, and it was shown that the present scheme gives a more significant 

subdivision than the preceding ones. 

It is the relationship between M 0 and fit that defines the division 

into two luminosity groups and indicates the significance of the division. 

The groups appear in the plot of Mg against fit as two well separated 
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bands with a highly significant linear correlation within each ba&i. 

These two linear relations should have far-re iching consequences for 

future research on supernovae. They wil l provide validating relations 

for theoretical models. They can also be used for distance estimation 

in a Banner analagous to the use of the period-luminosity relations for 

Cepfaeid variables. 

In order to use the IL - At relations for distance estimation, i t 
^ c 

was necessary to recalibrate thea. The original estimates of l^ were 
obtained using an assisted value of the Hobble constant H. Also, since 

the At are correlated with V . variation in the latter parameter intro-c r* 
duces scatter in the Mg - At relation. In Chapter 1? it wa* shown that 

these uncertainties do not affect the slope of the MQ - At relation. 

Therefore it was necessary to correct only the intercept. This was done 

by using the six supernovae which occurred in the Virgo cluster together 

with de Vaucouleuri* "best" average estiaate of the distance aodulus 

of that cluster. This recalibrated relation can then be used to estiaate 

the absolute magnitude of a given supernova from the measured value of 

the comparison parameter At • 

There are two complications in using the above described method. 

One is determining the group membership for the given supernova. Until 

some independent method is found, an initial estimate of Mg using 

the same techniques that *ere used to determine the M<, -At relations 

will probably suffice to determine which group to use. The other 

complication arises from the correlation between At and V • The 

measured At Bust be corrected for this effect. The correction is 

negligible for relatively local supernovae, but it may be significant 

for distant ones. 
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The chief task of this thesis was to examine xhe fit -V relation 
c r 

in order to test tbs expansion hypothesis, in Chapter 6 the correlation 

between these two quantities lor the present sample was shown to be 

significant ai the 9% level, but the slope of the regression line was 

much larger than the values predicted by both the static Euclidean and 

the classical expansion hypotheses. Chapter 10 gave a review of some of 

the theories that have been proposed as alternatives, and it was shown 

that only one of then gave a prediction that differed from those two 

hypotheses. That one was derived by the present author using the 

covariant chronogeometry proposed recently by the mathematician I. E. £«£&!. 

The resulting prediction gave much better agreement with the regression 

line than the other two predictions. 

In Chapter 6 extensive tests were described which show that the 

unexpectedly large slope of the At -V relation did not arise from 

systematic errors in the data reduction, and in Chapter 9 it was shown 

that the result was not caused by a luminosity selection effect. In 

Chapter 12 a reconciled sample was constructed by combining the two 

luminosity groups so that they simulated a single lusinosity population. 

The &t - V regression for the reconciled sample gave essentially the 

same results as the original sample, so the unexpected slope was not 

caused by a population effect. 
Although the regression line of At on V gives the best agreement 

c r 

with Segal's theory and rejects the classical expansion hypothesis at the 

9l£ level, one cannot make the claim that the former theory is correct 

and the latter is wrong. There is a very wide scatter in the At data 

and the sample points are clustered toward the lower end of the V 
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range, which extends out to only V^ = 16,000 ka/sec- The t-statistics 

for computing the signlf: .-ance levels of the various tests take all of 

these factors into account. Thus, the 9H level obtained for rejecting 

the expansion hypothesis is a valid value, but it is considerably less 

than the traditionally acceptable 99t level. Even so, the level is large 

enough to encourage soae doubt as to the validity of the expansion 

hypothesis aad to emphasize the need for further work in order to verify 

or disverify it. 

Another nethod for distinguishing between oosaologlcal theories 

is the redahift • Magnitude relation. The slope of this relation determines 

the fora of the velocity-distance relation. The classical expansion 

hypothesis predicts tne linear Hubble law. Segal's theory pi diets a 
2 quadratic law (V ~ r ). observations of galaxies cannot be used to 

give an independent estimate of the slope because they require aperture 

corrections which in turn require assuaptions about the geometry of 

space-time and hence about the fora of the velocity-distance relation. 

Because they are highly luminous point sources, supernovae are the ideal 

candidates for this analysis. 

When (in Chapter 13) the bupernovae in the present sample were 

subjected to the MQ, log(Vr) analysis, the resulting regression line had 

a slope intermediate between the values corresponding to the linear 

Hubble law and the quadratic law. The correlation was highly significant 

and both laws were rejected at significance levels exceeding 99fc! The 

saaple was dominated by low-z and hence relatively local supernovae. 

In view of the recent work that has been dork- on local anisotropics in 

and deviations froa the Hubble law, one must consider the possibility 
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that the result reflects a purely local effect. If so, it is prfeature 

to rule out the Hubble lav—but it is also premature to rule out a 

quadratic law. 

in Chapter Ik the new aethod of distance estimation using the 

recalibrated M^ -ot c relations was applied to the supernova* in the 

sample with distances less than about 30 Mpc in order to construct the 

local velocity-distance relation. Since the V for the supernova* 

involve* were all relatively small, the corrections to the ^ required 

by the At -V correlation, were avail; it did not natter that the exact * " c r * * 
slope of the at -V relation is not yet well determined. The resulting c r 
velocity-distance relation gave extremely good agrtrawit with the qua­

dratic relation recently found by de Vaucouleurs using averages for nearby 

groups and clusters of galaxies. This result gives confirming evidence 

for his result, indicates that the new method of distance estimation 

is consistent with the older methods, and suggests that the results 

obtained in Chapter 13 were indeed more indicative of a local effect tban 

of the true velocity-distance relation for the general field. 

If the validity of the linear Hubble law is accepted, then the 

recalibrated H^ - At £ relatior can be combined with the a„ - log(V r) 

analysis to give a nev method for estimating the Hubble constant. 

Older methods, based on the formula V »Hr, require primary distance 

indicators (like Cepheids) close enough to be visible and yet far enough 

away so that the V are not dominated by random motions. This would be 

a difficult problem even in the absence of local anomalies in the Hubble 

relation. The new method avoids the problca because it does not use the 

value of V in the determination. When it was applied to the present 

sample, the resulting estimate was H = 92 ka/scc/Mpc 
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Most of the analyses and tests perforaed in this thesis have been 

provisional or not coapletely conclusive because the present saaple of 

light curves is not extensive enough. In particular, the At -V 

tests were only Marginally significant because there were not enough 

light curves for larger values of V - In Chapter 12 the reconciled 

saaple was used to estiamte the tanplr requtreaents for dtscrtan anting 

at the 95*> level between various pairs of alternative hypotheses, the 

results were quite encouraging. They indicate that if Segal's theory is 

correct, only a fdiua large telescope will be needed to gather the light 

curves required to reject the static Euclidean and the classical expansion 

hypotheses, and furtheraore, only a few aore light curves will be needed. 

If one of the latter two hypotheses is correct, a really large telescope 

will be required, but again only a few aore light curves will be needed 

to distinguish between thea. In view of the preliainary indications 

of the results obtained froa the present analysis, it would seea that the 

collection of these additional light curves should be given a ui£h 

priority, tot only *ouid they aake the &t - V test definitive, but 

they also aight resolve the question of the fora of the velocity-distance 

relation, give a better estiamte of H, and refine the new aethod of 

distance estimation. The author will consider this thesis a great 

success if it hastens the gathering of these new data. 

• i'.-\ 
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AFHMDIX 1 

THE OBSERVED AH) REDUCED DATA 

Tables Al-1.1 through Al-1-37 give the observed and reduced data 

used for constructing the lijht curves in this study. The original 

observations are given on the left side of the tables with the source 

and magnitude systea identified at the top of each column. The 

abbreviations for the Magnitude systems are the save as those used in 

Tables 5-2, 6-3, and 6-U. The date given for each observation is in 

the font given by the original observer, sometimes in Julian days and 

sometimes in the mo/da/yr notation. The times which are given with 

some of the dates are in the U.T. system. The estimates m and t of 
o o 

peak photographic brightness and date of peak are given at the head of 

each table. The reduced data used for constructing the light curves 

are given in the final two columns of each table. The column labeled 

t gives the time in days relative to t of the observation, and the 

column labeled m gives the magnitude reduced to the m system. The 
Pm PS 

steps of the conversion techniques used in each case are summarized in 

Tables 6-3 and 6-h. For some supernovae, some of the observed magnitudes 

were not used in constructing the final light curves so there are missing 

entries in the final two columns. In most of these cases the unused 

observations were used, however, in calculating the color excesses 

given in Table 6-U so they are included in the following tables. 
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Tabl« Al - 1.1 

SB1B85A t Q « JD2*09776 ^ * 5.2 

Data 
Obs. 

Source t a 

JD2*09771 7.0 Gaposhkin (58) -5 6.1 
JD2V09T71* 6.0 Parenago (57) -2 5.5 

779 6.0 3 5.6 
781 7.0 5 6.7 
783 7.3 7 7.0 
785 7.77 9 7.6 
786 7.85 10 7.7 
787 7.95 11 7.8 
788 8.06 12 8.0 
789 8.27 13 8.2 
790 8.27 Ik 3.3 
791 8.40 15 8.5 
792 8.37 16 8.5 
793 8.5* 17 8.7 
79»» 8.60 18 8.8 
795 8.82 19 9.1 
796 8.88 20 9.2 
797 9.00 21 9.U 
798 9.02 22 9.U 
799 9.05 23 9.5 
800 *.ll 2k 9.6 
801 9.07 25 9.7 
802 9.22 26 9.9 
803 9.29 27 10,0 
80U 9.3A 28 10.1 
805 9.5* 29 10. U 
806 9.60 30 10.4 
807 9.59 31 10.5 
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Tftbl* kX - 1.1 (Coctiautd) 

SM1665A t Q « JD2*09776 ^ « 5-2 

Obs. 
Date •_. Source t vis DC 

aod 9.5* 32 lO.fc 
809 9.68 33 10.6 

JD2fcO98l0 9.67 P»r*n*go (57) 3* 10.6 
811 9.79 35 10.7 
612 9.76 36 10.6 
813 9.97 37 10.8 
8lb 10.08 38 .10.9 
815 10.05 39 lv. 9 
816 10.20 UO il.O 
817 10.18 1»1 11.0 
818 10.26 U2 11.1 
819 10.46 U3 11.3 
320 10.36 kh 11.2 
821 10.U1 *5 11.2 
822 10.53 U6 11.3 
62U 10.51 U8 11.3 
825 10.52 U9 11.3 
826 10.57 50 11.3 
827 10.56 51 11.3 
828 10.68 52 11.* 
829 10.66 53 11.1» 
830 10.69 5* 11.* 
831 10.59 55 11.3 
832 10.37 56 11.0 
833 10.72 57 11.1» 
83<* 10.96 58 11.6 
836 10.7U 60 11.* 
837 10.68 61 11.3 



Tibia Al - 1.1 (CdBtiniMd) 

SB1885A t Q > JD2*09776 a^ « 5.2 

Obs. 
Oat* \*- Sourca t B H 

836 10.8 62 1 1 . * 
839 11.00 63 U . 6 
8*0 11.20 6* 11.8 
8I1I 11.17 65 11.7 
8*2 11.03 66 11.6 
8** 11.25 68 11.8 

8*5 11.0 69 11.5 

JS2*098*6 U . 3 3 Paxenaco (57) TO 11.8 
848 U . 2 5 72 11.7 
9*9 11.05 73 11.5 
850 11.18 7* 11.6 

851 11.18 75 11.6 
852 1 1 . * 76 U . 8 

853 11.05 77 11.5 
856 1 1 . * 80 11.8 
858 11.6 82 12.0 
860 11.5 8* U . 8 
862 1 1 . * 86 11.7 
86* 11.8 88 12.1 

869 11.5 93 11.7 
870 11.8 9* 12.0 
871 12.0 95 12.2 

87U 11.95 98 12.1 
876 12.05 100 12.2 

877 12.0 101 12.2 
878 12.3 102 12 .* 
860 12.2 10* 12.3 
882 11.9 106 12.0 
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Tafel* Al - 1.1 (Cotttimwft) 

SU885A t Q • JIttM>9776 •b -5 -2 

Date 
Obt. 

Ni, Source t 
. fif 

886 12.k 
887 12.7 
89>» 12.9 
9<* 13.1 
905 13.3 
906 13.7 
908 1J».7 
909 13.75 
912 lfc.O 
937 15.7 
938 1U.6 
9U2 15.3 
9*»5 15.7 
972 15.8 

110 22.5 
111 12.8 
113 12.9 



fftfel* i l l - 1.2 

SU921C t Q « 12/9/21 m^ « 11.0 

D*t« 
Ota. 

Sourc* t m. 

12/5/21 11.1 Stapler (59) -fc 11.1 
12/7/21 11.1 -2 11.1 
12/8/21 11.1 -1 11.1 
12/8/21 11.0 -1 11.0 
12/11/21 11.0 2 11.0 
12/19/21 11.2 10 11.2 
12/21/21 11.5 12 11.5 
12/27/21 11.8 18 11.8 
1/1/22 12.8 23 1 .8 
1/26/22 lJi.l W U».l 
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Tabic JUL - 1.3 

SR1937: t Q « JD2b28768.0 ^ « 8.b 

Baada & Paranaap Dautf sh Beyar 
Data Zvicky(60) (57) (6l) (126) 

• • a a . 
EI Sf EC T i » 

JD2U28762.it 8.85 
772.7 8.b 
77b.7 8.b8 8.58 
775.7 8.63 8.63 
776.7 8.62 8.6k 
777.5 8.68 
777.7 8.6b 
778.5 8.7*» 
778.7 8.7b 
779.3 8.76 
779.5 8.93 
779.6 8.83 
779.7 8.98 
780.3 9.2 8.90 
780.6 9.25 
780.6 9.15 
780.7 9.1b 
781.3 8.79 
781.6 9.13 
781.7 9.13 
781.7 9.09 
781.7 9.2b 
7^ .3 9.3 
782.»» 8.95 
782.5 9.31 
782.7 9.50 
783.3 8.99 

PC 

-5.6 8.85 
b.7 8.fcO 
6.7 8.58 
7.7 8.63 
8.7 8.62 
9.5 8.68 
9.7 8.6b 

10.5 8.7* 
10.7 8.7b 

11.5 8.93 
11.6 8.83 
11.7 8.98 
12.3 9.20 
12.6 9.25 
12.6 9.15 
12.7 9.1>» 

13.6 9.13 
13.7 9.13 
13.7 9.C9 
13.7 9.2b 
lb.3 9.30 

1U.5 9.31 
1U.7 9.50 

http://JD2U28762.it
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Table Al - 1.3 (Continued) 

SH193Tc t Q » JKA28768.0 ^ - 8 . U 

Date 
Baade a Parenago Deutsch 

Zwicky(6o) (5T) (61) 
m B • 
Pi Pfi tf 

Beyer 
(126) 
B . 

VIS 

t a 
PC 

JD2428783.4 
783.5 
763.7 9.5* 
783.7 9.55 

JD2fc2878l».3 
lOk.h 
78U.6 9.58 
78U.6 9.55 
785. W 
785.5 
785.6 9.78 
785.6 9.77 
786.3 
786.3 
766.6 9.81 
786.6 9.89 
786.6 
787.3 
787.3 
787.6 9.93 
787.6 9.93 
787.6 
788.3 
788.6 10.08 
788.6 10.30 
788.6 
788.7 9.92 

9.09 
9.55 

9.03 
9.55 

9.19 
9.72 

9.9 
9.21 

9.87 
9.9 

9.26 

9.92 
10.0 

10.08 

15.5 9.55 
15.7 9.5* 
15.7 9.55 

16. k 9.55 
16.6 9.58 
16.6 9.55 

17.5 9.72 
17.6 9.78 
17.6 9-77 
18.3 9.90 

18.6 9.31 
18.6 9.89 
18.6 9.87 
19.3 9.90 

19.6 9.93 
19.6 9.93 
19.6 9.92 
20.3 10.00 
20.6 10,08 
20.6 10.30 
20.6 10.08 
20.7 9.92 



2**5 

Table Al - 1.3 (Continued) 

SH1937c t Q • JD2U28T68.0 • o * 8 - 1 ' 

Date 
Baade * Pmrenago Deutsch 

i .wi«y(60) (57) (61) 
a & a 

Pft . JPft PC . 

Beyer 
(126) 

B v i s 

t m 

JD2li28789.6 10.11 
739.6 10.1*5 
789.6 
789.7 10.2«* 
790.3 
790.6 10.22 
790.6 10.37 
790.6 

790.7 10.32 
791.6 10.37 
791.6 10. $k 

JD2l»28791.6 
792.6 10.56 
792.S 10.1*1 
792.6 

793.'. 
793.6 1C.52 
793.6 10.56 
793.6 

79»».J 
79*».6 10.79 
79^.6 10.68 
79»».6 

797.3 
798.0 
798.3 
799.6 11.12 

10.27 

10.30 

10.1*6 

10.U8 

10.5* 

10.7U 

10.7 
11.0 

11.0 

21.6 10.11 
21.6 10.1*5 
21.6 10.27 
21.7 10.21* 

9.1*9 
22.6 10.22 
22.6 10.37 
22.6 10.30 

22.7 10.32 
23.6 10.37 
23.6 10.51* 

23.6 10.1*6 
2U.6 10.56 
2k. 6 10.1*1 
2l*.6 10.1*8 

9.67 
25.6 10.52 
25.6 10.56 
25.6 10.5* 

9.72 
26.6 10.79 
26.6 10.68 
26.6 10.7* 

9.80 29.3 10.70 
30.0 11.00 

9.91 30.3 11.00 
31.6 11.12 
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Tmble Al - 1.3 (Continued) 

SU.937C t Q * JD2428768.0 ^ - 8 . 1 . 

Date 
Bnade fc Parenaco Deutsch 

2wic*y(60) (5T) (61) 
Beyer 
(126) 

* "P« 

JD2H28799.6 
799.6 
800.3 
800.6 
800.6 
800.6 
801.3 
801.6 
801.6 
801.6 
802.$ 
802.6 
802.6 
803.3 
803.5 
803.6 
803.6 
804.3 

JD2428804.5 
604.6 
805.3 
805.3 
806.3 
806.6 
806.6 
806.6 
807.2 

11.31 

11.25 
11.19 

11.30 
11.16 

11.27 
11.25 

11.31 
11.26 

11.33 

11.29 
11.31 

11.22 

11.18 

11.23 
11.31 

11.32 

11.35 

11.40 

11.30 

10.3 

10.20 

11.3 

11.U 10.33 

11.4 
10.36 

1 1 . * 

31.6 11.31 
31.6 11.22 

32.6 11.25 
32.6 11.19 
32.6 11.18 

23.6 11.30 
33.6 11.16 
33.6 11.23 
34.5 11.31 
34.6 11.27 
34.6 11.25 
35.3 11.30 

35.5 11.32 
35.6 11.31 
35.6 11.26 
36.3 11.40 

36.5 11.35 
36.6 11.33 
37.3 11.40 
37.3 11.40 

38.6 11.29 
38.6 11.31 
38.6 11.30 

39.2 11.40 
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Table JUL - 1.3 (Continued) 

SK1937C t Q * JB2428768.0 «8.4 

Date 
Baade a Farenafo Deutsch £-yer 

Zwicky(6Q) (57) (6 l ) (126) 
PC 

JD2428807.3 10.48 

807.5 11.40 39.5 11.40 

807.6 l l . t e 39.6 11.42 
807.6 11.39 39.6 11.39 
808.5 11.43 40.5 11.43 
808.6 U . 3 6 40.6 11.36 
808.6 11.35 40.6 11.35 
809.2 11.5 41.2 11.50 

809.3 11.50 41.3 11.50 
810.2 11.5 42.2 11.50 
810.4 11.51 42.4 11.51 
810.6 11.52 42.6 11.52 
811.2 11.5 43.2 11.50 
811.2 11.5 43.2 11.50 
812.2 11.5 44.2 11.50 
812.2 11.5 44.2 11.5<> 
812.3 10.59 
813.3 10.56 
813.6 11.46 11.46 45.6 11.46 
814.2 11.50 11.5 46.2 11.50 
8 l4 .3 10.72 
815.6 11.62 11.62 47.6 11.62 

817.3 10.74 
818.3 10.74 
818.6 11.72 11.72 50.6 11.72 
819.3 11.70 10.76 51.3 11.70 
820.6 11.86 11.86 ?2.6 11.86 
822.3 10.89 
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Table Al - 1.3 (Continued) 

SU937c t Q * JD2428768.0 «8.1* 

Date Zificlqr (60) (57) 
Dcntsch Beyer 

(61) (126) 

-Bt - E t JML "Vi* 
PS 

JD2426826.2 
827.2 
829.3 
830.2 
831.0 
831.1 
831.2 
833.0 
833.2 
836.6 
837.0 
840.2 
340.6 
8H2.0 
842.0 
842.1 
853.6 
854.6 
862.9 
865.0 
865.0 
865.0 
865.0 
865.6 
866.0 
866.0 
866.0 

11.9* 

12.03 

12.02 

12.05 

12.38 
12.40 
12.46 
12.42 
12.43 

12.49 
12.43 

11.9 11.9 58.2 11.90 
11.12 

11.19 
11.8 11.8 62.2 

63.0 

11.80 

11.9* 
11.92 63.1 11.92 

11.9 11.03 63.2 11.90 
12.03 

11.13 
65.0 12.03 

12.00 

11.26 
11.22 

68.6 
69.O 

7*.0 

12.00 
12.02 

12.05 
12.07 74.0 12.07 

12.1 
11.62 

JL.71 

7^.1 12.10 

12.38 9»».9 
97.0 
97.0 
97.0 

12.38 
12.40 
12.46 
12.42 

12.43 
11.93 

97.0 

98.0 
98.0 

12.43 

12.49 
12.43 

12.46 98.0 12.46 
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Table Ai - 1.3 (Continued) 

S*1937c t Q * JD2428768.0 8.4 

Date 
Baade It Parenaap Deutsca 

Zwicfcy (60) (57) (61) 

JL. -Et_ 

Beyer 
(126) 
•ris 

PS 

JD2428871.9 12.47 
873.9 12.47 
879.8 

JD2428880.9 12.64 

880.9 
895.9 13.13 
896.O 13.15 
896.0 13.15 
896.0 13.11 
896.O 
897.0 13.03 

*98.9 
899.0 13.13 
904.9 13.13 

906.9 13.05 
907.9 13.17 
908.5 
908.7 
908.9 13.39 
910.0 13.23 

910.9 13.30 

921.9 13.48 
923.4 

926.5 
929.5 
934.d 
935.6 

12.47 
12.47 
12.60 

12.60 

13.14 
13.03 
13.12 

13.13 
13.05 
13.17 

13.30 

13.23 
13.30 
13.48 

14.00 

13.2 

103.9 12.47 
105.9 12.47 
111.8 12.60 

112.9 12.64 

112.9 12.60 

127.9 13.13 
128.0 13.15 
128.0 13.15 
128.0 13.11 
128.0 13.14 
129.0 13.03 
130.9 13.12 
131.0 13.13 
136.9 13.13 
138.9 13.05 
139.9 13.17 
140.5 13.20 
140.7 13.30 

140.9 13.39 
142.0 13.23 
142.9 13.30 

153.9 13.48 

13.17 
13.12 
13.07 

166.8 14.00 
13.13 
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Table Al - 1.3 (Contimwd) 

SU937C t Q « JD2428T66.0 •o-« 1.4 

D*te 
Batdc & 

Zirieky (60) 
Fhrcaafo 

(57) 
Deutsch 

(6 i ) 
Beyer 
(126) t a 

Pf 

JD2428937.8 13.60 169.8 13.60 

946.3 14.C0 14.0 178.3 14.00 
947.8 13.65 13.65 179.8 13.65 
948.4 13.24 
949.4 13.29 
949.8 13.71 13.71 181.8 13.71 
950.3 14.0 182.3 14.00 

950.5 13.39 
950.6 13.86 182.6 13.86 
950.8 13.72 182.8 13.72 

JD2428951.4 13.9 183.4 13.90 
951.6 13.80 183.6 13.80 
951.8 13.71 183.8 13.71 
952.5 13.39 
952.8 14.13 14.13 184.8 14.13 
953.8 14.13 18$. 8 14.13 
954.0 14.12 186.0 14.12 

95*. 5 13.44 
954.8 13.92 186.8 13.92 
955.0 14.01 187.0 14.01 
955.6 13.8 13.44 187.6 13.80 
955.8 13.94 187.8 13.9«» 
956.0 13.96 188.0 13.96 
960.4 14.0 14.0 192.4 14.00 
963.6 14.05 195.6 14.05 
963.9 14.10 195.9 14.10 

967.5 14.1 14.1 199.5 14.10 
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Tabl* Al - 1.3 (Continued) 

SM1937c t Q « JD2428768.0 ^ . 8 . 4 

Oat* 
l u d t k Ptrenaco Deutsch 

Zwickjr (60) (57) (6l) 
• a n 

Btyer 
(126) 
V i s 

t a 
PS 

JD2428978.4 
981.3 
981.6 
981.8 
982.4 
983.8 
985.7 
985.7 
988.7 
988.7 
988.7 
989.7 
990.4 
990.8 
992.8 
99*.d 

JD2429007.4 

J02429010.8 
012.5 
012.6 
012.7 
016.5 
017.4 
020.3 
020.4 
024.6 
026.5 

14.32 

14.35 

14.34 
14.44 

14.21 

lk.57 
14.66 

14.68 

14.90 

15.07 

14.31 

14.3 
1*.3 

14.37 

14.39 
14.21 

14.57 
14.66 
14.3 

14.7 

14.68 

14.90 

14.75 
15.0 

15.07 
15.0 

13.56 

lit. 3 

lfc-3 

13.79 

1*.7 

14.9 

15.0 

15.0 

14.00 

14.06 

213.3 
213.6 
213.8 
214.4 
215.8 
217.7 
217.7 
220.7 
220.7 
220.7 
221.7 

222.8 
224.8 
226.8 

14.30 
14.31 
14.32 
14.30 
14.30 
1*.35 
14.37 
14.34 
14.44 

1*.39 
14.21 

14.57 
14.66 
14.30 

239.4 14.70 
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Ttfblc Al - 1.3 (Continued) 

S»937c t Q « JD2k28768.0 % * 8 . H 

Dacte 
Baade k 

Zwicky (60) 
turtamgp 

(57) 
Pi 

Oeutscfa 
(61) 

Bayer 
(126) 

* »P« 

JD2fc29030.5 lfc.l 
0M>.8 15.28 15.28 
048.8 15.57 15.57 
049.8 15.57 15.57 
050.0 15.6 

L 



255 

Table XI - 1.4 

SH93T4 JD2428792.0 12.6 

D*t* 

jD2^28rr6.a 

777.8 
782.6 
782.8 
784.5 
787.8 
788.8 
788.8 
788.9 
789.8 
790.8 
790.8 

790.9 
791.8 

791.9 
791.9 
792.7 
792.9 
793.9 
794.5 
794.9 
795.3 
.'95.8 
795.9 
796.7 
797.3 
797.6 

Zwlcky (60) 

12.98 
13.01 

13.12 
13.16 
12.85 

12.84 

12.67 
12.89 

12.90 

13.11 

13.00 

13.00 

(60) 

13.73 

13.28 

Prccaafp Btyw 
(57) (126) 

JBI J£ i_ 
12.70 
12.40 

13.00 

12.98 

13.06 

13.16 

12.84 

12.84 

12.97 

13. U 

13.00 
12.16 

12.18 

-15 . J 
-14.2 
- 9 . 4 

- 9.2 
- 7 . 5 
- 4.2 
- 3.2 
- 3.2 
- 3.1 
- 2.2 
- 1.2 
- 1.2 
- 1.1 
- 0.2 
- 0 .1 
- 0 .1 

0.7 
0.9 
1.9 

PC 

12.70 
12.40 
13-73 
13.00 
13.28 
12.98 
13.01 
13.06 
13.12 
13.16 
12.85 
12.84 
12.84 
12.84 
12.67 
12 .B9 
12.97 
12.90 
13.11 

2 .9 13.00 

13.C0 3.8 13.00 
3.9 13.00 

13.00 4.7 13.00 
(11.9) 

13.03 5.6 13.03 



29* 

Table Al - X.k (Continued) 

SK1937* *0 « JD2fc26T92.0 •b * 12.8 

Date 
Bud* ft 

Zwlcky (60) (60) 
Parcnaco 

(57) 
Beyer 
(126) t 

PS 
DC *TiS 

PS 

JD2%28798.3 12.59 
798.5 12.52 
798.8 13.20 6.8 13.20 

799.7 13.19 7.7 13.19 

JD2fc26799.7 12.93 7.7 12.93 
799.7 13.07 7.7 13.07 
800.3 12.56 
800.7 13.10 8.7 13.10 

800.7 13.20 8.7 13.20 

801.3 12.60 

801.7 13.39 9.7 13.39 
801.7 13.30 9.7 13.30 
801.8 13.20 9.8 13.20 
802.5 13.68 10.5 13.68 

802.7 13.69 10.7 13.69 
803.5 13.67 12.93 11.5 13.67 
803.7 13.66 11.7 13.66 
QQU.U 13.05 
dot. 5 13.81 12.5 13.81 
QOk.d 13.79 12.8 13.79 
805.8 13.90 13.90 13.8 13.90 
806. k 13.11 
806.5 x 3 . l l 
806.6 1U.01 1U.6 1U.01 

807. b 13.17 
807.7 l b . 20 15.7 1U.20 
807.9 1U.26 15.9 lit. 26 

http://x3.ll
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Table Al - 1.4 (Continued) 

SH937d JD2428792.0 12.8 

Date Zwicky (60) 
• 

El 

(60) 

PI 

Psrcnafp Beyer 
(57) (126) 

-EL "Vi» 
PS 

JD2428808.6 

808.8 lli.27 
808.9 l t . 2 7 
809.6 
810.5 
811.6 

812.3 
812.7 H».68 
812.8 
812.9 1U.61 
813.3 
813.9 1U.61 

JD2l»288l3.9 
81U.O Ik,6k 

81U.3 
8U».6 

81U.7 lfc.71 
815.5 
816.5 
816.5 
817.4 
818.5 
819.2 
820.8 15.03 
821.7 
822. k 
822.5 

14.21 16.6 14.21 
16.8 14.27 
16.9 14.27 

14.35 17.6 lfc.35 
14.30 18.5 14.30 

14.35 19.6 
13.46 

lfc.35 

20.7 14.68 
14.64 20.8 .14.64 

20.9 14.61 
13.47 

21.9 1U.61 

14.62 21.9 1U.62 

13.52 

22.0 14.64 

14.64 22.6 14.64 

22.7 14.71 
14.90 

13.7^ 
13.76 
13.8U 
13.82 

23.5 ll*.90 

15.13 27.2 15.13 
15.03 28.8 15.03 
15-20 

13.87 
29.7 15.20 

15.33 30.05 15.33 
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Table Al - 1.4 (Continued) 

SU9374 *0 « JD2*28792.0 • b * 12.8 

Date 
Baade * 

Zvicky (60) 
• 

Martaainn 
(60) 
• 

Farenaep 
(57) 

Beyer 
(126) 
Ni. 

t 
PS 

J02*2882*.7 15.30 32.7 15.30 
829.3 (13.5) 
830.* 13.98 
830.5 15.80 38.5 15.80 
831.5 M.W.0 
832.5 15.63 *0.5 15.63 
*3*.2 15.75 *2.2 15.75 
83*. 3 (13.8) 
837.2 15.73 *5.2 15.73 
838.8 15.69 *6.8 15.69 
838.9 15.80 *6.9 15.80 
839.9 15.68 *6.9 15.68 
8*0.5 l* . l6 
8*0.8 15.69 *8.8 15.69 
8*0.8 15.71 U8.8 15.71 
8*0.9 15.73 *8.9 15.73 
8**.7 16.20 52.7 16.20 
8*7.3 (l*.l) 
8*8.7 16.20 56.7 16.20 
861.7 16.50 69.7 16.50 

JD2*28863.7 16. *2 16. *2 71.7 16. *2 
865.'i 16.*7 16. *7 73.7 16.*7 
872.6 16.55 80.6 16.55 
872.7 16.52 80.7 16.52 
895.6 16.93 103.6 16.93 
895.7 16.9H 103.7 16.9* 
895.8 16.95 103.8 16.95 
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T*bl« M - l.k (Continued) 

SM1937* \> 
« JD2U28792.0 ."b- 12.8 

Dm.f 
Bud* fc 

Zvicky (60) 
"•wt 

Wtrh—nn 
(60) 

Pextnngo 
(57) 
• 

Beyer 
(126) 
mvi« 

t n PC 

J0«>lt28897.8 16.91 16.91 105.8 16.91 
898.7 16.99 16.99 106.7 16.99 
929.8 17.05 17.05 137.8 17.05 
95»».6 17. hi 17.M 162.6 17. M 
955.6 17.h2 17.U2 163.6 17.1*2 
990.6 17. *3 17.«»3 198.6 17.»»3 
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Table Al - 1.5 

SM1939a t Q » JD2429290.0 B Q * 12.60 

Date 
Hoffleit 

(63) 
Giclas 
(62) 

Baade 
(48) 

Beyer 
(126) t PS 

PS PC a 
Dft "ris 

PS 

JD2U29281 14.8 -9.0 14.d 
282 13.4 -e.o 13.' 
284 12.5 -6.0 13.0 
284 12.8 -6.0 12.8 
286 12.2 12.7 -4.0 12.7 
287 12.7 -3.0 12.7 
287.9 ?2.8 -2.1 12.S 
288.7 12.35 
288.9 13.0 -1.1 13.0 
289 12.5 -1.0 13.0 
289.6 12.24 
289.9 12.8 -0.1 12.8 
290 12.6 0.0 12.6 
290.9 12.8 0.9 12.8 
291 12.3 1.0 12.8 
291 11.8 1.0 12.3 
29^.9 12.9 2.9 12.9 
293.5 12.25 
29<» 12.6 4.0 12.6 
29̂  12.,' 4.0 12.7 
297.0 13.1 7.0 13.1 
297 12.8 7.0 1^.8 
304.8 14.0 14.8 14.0 
306 14.7 16.0 14.7 
306.9 14.3 16.3 14.3 
307 14.6 .17.0 14.6 
308.6 13.79 



259 

Table Al - 1.5 (Continued) 

SH939* t Q > JD2429290.0 «£ * 12.60 

Date 
Ho.'fleit Giclas Bude 

(63) (02) (48) 
• • • 

Eft... . . P I PI 

Beyer 
(126) * • » 

JD2429308.8 
309 
310.9 
315.8 
316.8 

JD2429318 
3̂ *3 
344 
347 
375 
399 
1»00 
U31 
432 
458 

li».6 18.8 14.6 
14.8 19.0 14.8 

14.6 20.9 14.6 
*5.0 25.8 15.0 
14.7 26.8 14.7 

15.2 28.0 15.2 
15.6 53.C 15.6 
15.5 54.0 15.5 
15.7 57.0 15.7 
16.2 65.0 16.2 

16.7 109.i> 16.7 
16.7 110.0 16.7 
17.0 141.0 17.0 
17.1 1U2.0 17.1 
17.7 168.0 17.7 



260 

Table Al - 1.6 

SEL939b t Q « JD2V29385.0 ^ • 1 1 . 8 

Date 
Sbapley 

(6*i) 
• 

(W) 
• 

DC 

t 
*P« 

JD2fc293T6 13.9 - 9 13.9 
V23/39 13.6 -8 13.6 

JD2»»29379 12.7 12.7 - 6 12.7 
5/6/39 12.2 5 12.2 

5/6/39 12.1 5 12.1 
5/7/39 12.6 6 12.6 

JD2U29391 12.2 6 12.2 
5/8/39 12.9 7 12.9 

JD2429392 12.6 7 12.6 

393 13.0 8 13.0 
5 / 1 0/39 13.5 9 13.5 
5/11/39 13.2 10 13.2 

JD2U29395 13.5 10 13.5 
395 13.8 10 13.8 

5/12/39 13.6 11 13.6 
5/12/39 13.3 11 13.3 

JD2U29396 13.7 11 13.7 
396 1U.0 11 Ifc.C 

5/13/39 13.7 12 :.2.7 

JD2U29397 iU.2 12 1J».2 
5/1V39 13.9 n 13.9 

.TD2U29398 lU . l 13 U..1 
5/15/39 13.8 i<i 13.8 

5/16/39 13.7 15 13.7 
5/16/39 13.8 15 13.8 
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Table Al - 1.6 (Continued) 

SH1939b t Q * JD2k29385-0 -Q-U.8 

D»te 
Shapley 

(6%) 
• Pfi 

Made 
(W) 
DC 

t 

JD2429*02 15.3 IT 15.3 
k03 15.2 16 15.2 
M)6 15.3 21 15.3 
J*2fc 15.9 39 15.9 
*27 16.2 42 16.2 
U28 16.1 »»3 16.1 

JD2U29430 16.2 1*5 16.2 
U32 16.2 vr 16.2 
*35 16.1 50 16.1 
U3T 16.3 52 16.3 
U58 16.3 73 16.3 
U56 16.U 73 16. k 
612 18.8 227 18.8 



262 

Table Al - 1.7 

SU9S** t Q * JS2*3*851.0 • b - 9 . 5 0 

Date 
mid 
(65) 

Bofftaeister 
(66) 

Pietra 
(65. 66) 

• 
ME 

Beyer 
(128) t PS 

JD2*3*8*3.0 10.8 -8.0 10.8 
355.9 10.1 *.9 10.1 
857.9 10.* 6.9 10.* 
867.* 11.7 16.* 11.7 
888.9 12.* 37.9 12.* 

5/30/5*. 7*09" 12.*3 *2.3 12. *3 
5/31/5*. 9 35 12.32 *3.* 12.32 
6/1/5*. 5 15 12.66 **.2 12.66 
6/1/5*. 7 U 12.59 **.3 12.59 
6/2/5*, 5 03 12.57 *5.2 12.57 
6/2/5*. 6 08 12.65 *5.3 12.65 
6/2/5*. 6 51 12.56 *5.3 12.56 
6/2/5*. 7 25 12.66 *5.3 12.66 
6/*/5* 11.8 
6/*/5*. 5* 20* 12-67 *7.2 12.67 
6/*/5*. 6 00 12.68 *7.3 12.68 
6/*/5*. 6 11 12.67 *7.3 12 .o7 
6/*/5*. 6 27 12.69 *7.3 12.69 
6/5/5* 11.8 

JD2*3*899.* 12.2 *8.* 12.2 
6/6/5* 11.9 

JD2*3*900.* 12.* *9.* 12.* 
901.* 12.5 50.* 12.5 

6/8/5* 11.9 



265 

Table Al - 1.7 (Coatinued) 

SI195W t Q » JD2U3W51.0 - 0 - 9 . 5 0 

Date 
Wild n b f t e i s t e r Pietra 
(65) (66) (65 , 66) 
• m * 

Beyer 
(128) 
• 

t a 
P* 

6/9/51*, 6 b oo" 12.76 
6/10/51* 

6/10/54.7 1 1 55" 12.75 
6/11/5* 
6/U/5ktkh 1*2* 12.72 
6/12/51* ,7 55 12.69 
6/13/51* 
6/1V51* 
6/16/51* 
6/17/5l*,7 b 12* 12.82 

JD2l*3l»915.1* 
6/22/51* 

JD2U34916.U 
919.1* 

6/27/5U 
6/28/51* 

JD2*»3l»922.1* 
6/30/51* 
6/30/51* , 5 h 56" 13.01 

JD2t»3l*92l).)* 
7/1/51* 
7/2/51* 

12.1* 

12.9 

12.8 

L2.0 

12.0 

12.3 

51.1* 12.U 
52.3 12.76 

, 3 . 3 12.75 

5l*.2 12.72 

12.1 
12.0 
12.1 

55.3 12.69 

60.3 12.82 

12.6 
12.2 

61*. 1* 12.6 

12. U 65.u 12. U 

12.9 
12.3 
12.2 

68.1* 12.9 

71.U 12.9 

73.2 13.01 

73.1* 12.8 
12.3 
12.1* 



201 

Table Al - 1.7 (CoBtimcd) 

JD2*3*851.0 9.50 

Oat* 
HUA •oftatistcr Pictxm 
(65) (66) (£5. 66) (128) 

PS 

7/5/5* 
7/6/5* 
7/9/5*. * h 36" 13.19 
7/10/5* 

JD2*3*9*5.* 
9*7.* 
9*8.* 
953.* 

7/31/5*. * h *5* 13.*2 

JD2*3*957.* 
959.* 

8/5/5*. * h Oo" 13.*8 

JD2*3*96l.* 
8/29/5*. 3* 35" 1*.03 
8/29/5*. * 20 1*.39 

jD2fc3*987.3 

10/25/5*. 121 1 3*" 15.11 

JP2*350*3.6 
050.6 
067.6 

JD2*35096.6 
100.6 
101.6 

13.0 

13.3 
13.1 
13.5 
13.2 

13.9 
13.8 

13.9 

1*.2 

15.6 
15.7 
15.8 

16.* 
16.3 
16.* 

12.* 
12.* 

12.* 

75.* 13.0 

82.2 13.19 

9*.* 13.3 
96.* 13.1 
97.* 13.5 

102.* 13.2 
10*. 2 13.*2 

106.* 13.9 
108.* 13.8 
109.2 13. *8 

110.* 13.9 
133.1 1*.03 
133.2 1*.39 

136.3 1*.2 
190.5 15.11 

192.6 15.6 
199.6 15.7 
216.6 15.8 
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Table Al - 1.7 (Continued) 

3U95W t Q * JD2».3W51.0 ^ « 9.50 

Wild Hofftwister Pietra Beyer 
D«te (65) (66) (65, 66) (128) t a 

• a a a M 

Pi Pi £B EI 

1/28/55, 9 h 39" 16.88 
2/1V55, 9 21 17.08 
3/2/55, 10 3* 17.58 

JD2fc35l85.5 17.7 
3/27/55, 8* 12" 17.66 

b. 



266 

Table Al - 1.8 

S»95*b t Q « 5/3/5* m^ - 12.50 

Wild Pictra. Wild 
Date (65) (65, 66) (65) t 

• » B-V 
BE EC 

5/2/5* 8* uf 12.** -0 .7 12 .** 

5/3/5* 8 37 12.75 0 .* 12.75 
8 *6 12.88 0 .* 12.88 

5 /* /5* 8 59 12.65 1 .* 12.65 
9 37 12.57 1 .* 12.57 

5/5/5* 5 *1 12.U5 2.2 12.*5 
6 11 12.67 2.3 12.67 
6 33 12.62 2 .3 12.62 
6 36 12.78 2 .3 12.78 

7 15 12.98 2.3 12.98 
5/6/5* 9 kk 13.02 3.U 13.02 

5/7/5* 10 30 13.33 u . * 13.33 
5/8/5* 6 53 13.07 5.3 13.07 

JD2l»3*8Tl.U 13.6 5.1* 13.6 

5/9/5* 7 * * 5 " 13.03 0.27 6.3 13.03 
8 25 13.30 6.1» 13.30 
8 30 13.19 6.* 13.19 
8 53 13.05 6.1» 13.05 
9 20 13.*6 6.1» 13.U6 

5/10/5* 5 50 13.06 0.20 7.2 13.06 
8 00 12.95 7.3 12.95 
9 53 13.52 7.»» 13.52 

5/11/5* 5 50 13.20 0.36 8.2 13.20 

5/12/5* 5 36 13.2k 0.26 9.2 13.2U 

5/21/5* 5 16 1L.22 18.2 l b . 22 
5 32 1U.36 18.2 1*.36 
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Table Al - 1.8 (Continued) 

SU95*b t Q « 5/3/5* » 0 « 12.50 

Wild Pictra Wild 
D»t« (65) (65 , 66) (65) t i 

a • B-V 

5/22/5* 5 23 
5 28 
6 05 
6 35 

5/2*/5* 6 5* 
5/2*/5* 7* 00" 

7 13 
JD2*3*888.* 
5/26/5* 7* 28" 

JD2*3*889.* 
5/28/5* 7* *7" 

JD2*3*892.* 
5/30/5* 7* 18" 
5/31/5* 3 20 

JD2*3*895.* 
6/2/5* 7* 53" 

JD2*3*896.* 

899.5 
900.5 
902.* 

6/11/5* 5 b 0*" 

JD2*3*915.* 
919.* 

6/28/5* & 02" 

1*.*3 
1*.63 
13.71 
1*.5* 
1*.68 
1*.75 
1*.57 

35.2* 

15.26 

15.32 
15.36 

15.63 

15.65 

15.79 

1*.3 

1*.* 

15.2 

1.05 

15.3 

15.3 
15 .* 
15.5 
15.1» 

15.* 
15.5 

19.2 1*.*3 
19.2 1*.63 
19.3 13.71 
19.3 1*.5* 
21.3 1*.68 

21.3 1*.75 

21.3 1*.57 

22 .* 1*.3 
23.3 15.2* 

23 .* 1*.* 
25.3 15.26 

26.* 15.2 
27.3 15.37 
28.3 15.36 

29 .* 15.3 
30.3 15.63 

30.* 15.3 
33.5 15.* 
3*. 5 15.5 
36.* 15.* 
39.2 15.65 

* ? . * 15.* 
53 .* 15.5 
56.3 15.79 
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Table Al - 1.8 (Continued) 

9EL95*b t o - 5/3/54 • 0 " 12.50 

Date 
Wild 
(65) 
• 

Pictr* 
(65, 66) 

• 

Wild 
(65) 
B-V 

t 
PC 

JD2434922.4 15.6 56.4 15.6 
923.4 

7/2/54 7* 58* 15.97 
15.7 57.4 

60.3 
15.7 
15.97 

JD2434926.5 15.8 60.5 15.8 
7/9/54 4 h 45" 16.11 67.2 16.11 

JD2434945.4 16.2 79.4 16.2 
948.4 16.0 82.4 16.0 
949.4 15-9 83.4 15.9 

7/31/54 5 h 10 - 16.53 89.2 16.53 

JD2434955.4 16.2 89.4 16.2 
8/1/54 5 h 30 B 16.17 90.2 16.17 

JD2434958.4 16.2 92.4 16.2 
8/26/54 3 h t a" 16.96 115.2 16.96 
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Table M -1.10 

SM1956* t Q « 3/1U/56 IBQ * 12 .20 

Date 
Zwicky and Karpovicz 

(68) t at 

% *t»v PS 

3/6/56 9 h 13" 
3/31/56 3 10 

•> 33 
7 15 

W 5 6 3 56 
it 57 
5 02 
6 33 

V5/56 U 36 
V6/56 5 29 
U/7/56 U 09 

7 57 
U/9/56 10 55 
W / 5 6 
5/1/56 i» 38 

6 1*9 
5/3/56 U 08 
5/V56 3 >9 
5/16/56 9 29 
6/3/56 5 1U 
6/16/56 8 19 
7/10/56 5 55 
8/1/56 5 17 
8/6/56 U 1* 
10/6/56 11 57 
10/31/56 10 3U 
12A/56 12 36 

13.08 
13.30 

1U.38 
13.69 

1U.08 

1U.2U 
1U.U3 
1U.72 
15.07 
15.U0 
15.80 
15.20 

15.93 
15.90 
15.88 
16.12 
16.25 
16.7U 
17.50 
17.60 
18.6 

-5 .6 13.08 

17.1 13.30 

13.11 
13.25 

21.2 1U.38 
21.2 13.89 

13.1* 
13.20 

13.20 

1U.31 

22.2 lU.08 

2U.2 UJ.2U 

2U.3 1U.U3 
26.5 1U.72 
3U.0 15.07 
1*8.2 15. UO 
l»8.2 15.80 
50.2 15.20 

63.U 15.93 
81.2 15.90 
9U.3 15.88 

118.2 16.12 
1U0.2 16.25 
1»»5.2 16.7«» 
206.5 17.50 
231. k 17.60 
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Table Al - 1.10 (Continued) 

311956a t Q « 3/H/56 •Q « 12.20 

Date 
Zwicky and Karpowiez 

(68) t "» 

- ,?a*.._ ..,. V 
t 

PS 

12/5/56 9 27 
9 • 0 

3/29/5T 6 5* 
»»/25/57 6 »7 
6/26/57 1* 56 
6/26/57 5 h 29' 
6/28/5T 5 w> 

18.7 
18.8 
20.0 
21.2 
21.% 
21.U 
21.5 

f\ 
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Table Al - 1.11 

SH1957a t Q « 2/27/57 •b * 1 3 - 8 5 

Date 
Zvicky *o& Karpovicx Bertola 

(69) (70) 
Wenxel 
(71) t • ^ PS 
PS ps v PS 

Wenxel 
(71) t • ^ PS 
PS 

2/26/57 U" 27- 15.2 
3/1/57 lfc.O 
3/5/57 21 50 
3/6/57 0 21 
3/7/57 3 1* 1U.7 

1» 37 
3/8/57 U 25 15.2 

U 52 
3/9/57 1 05 
3/11/57 3 01 
3/20/57 19 J»9 
3/21/57 21 1U 
3/22/57 19 55 
3/23/57 19 UO 
3/26/57 21 11 
3/28/57 6 52 

7 05 16.8 
3/29/57 5 38 

6 02 16.6 
3/30/S7 5 29 16.8 

6 50 
3/31/57 6 23 15.9 

6 30 
3/31/57 21 ?9 
'»/l/57 U 10 16.7 
U/l/57 19 U6 
V2/57 20 U7 

13.8 

13.9 

15.U 

15.6 

15. V 

15.U 

Ik.k 
Ik.k 

- 0 . 8 15.2 
2.0 lb.O 
6.9 1*».6 
7.0 U».6 
8.2 Ik.J 

9.2 .'5.2 

Hi.8 10.0 15.0 
15.3 12.1 15.5 
16.2 21.8 16. k 
16.3 22.9 16.5 
16.3 23.8 16.5 
16. k 24.8 16.6 
16. k 27.9 16.6 

29.3 x6.8 

30.3 16.6 
31.2 16.8 

32.3 16.9 

16.7 32.9 16.9 
33.2 16.7 

16.6 33.8 16.8 
16.5 3U.9 16.7 
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Table Ai - 1.11 (Continued) 

SM1957a t Q = 2/27/57 • Q = 13.85 

Date 
Zwicky and Karpovicz Bertola 

(69) (70) 
Wenzel 

PS 
B B B V€ P V Pft 

Wenzel 

PS 

H / 3 / 5 7 21 31 
*»A/5? 22 33 
»»/9/57 20 >»7 
U/16/57 20 U2 
V18/57 23 09 
»»/ 22/57 2 3 h 23* 
U/23/57 0 15 
V23/57 22 U2 
V23/57 22 U3 
«*/25/57 5 39 17.3 

6 »i5 
V26/57 23 2> 
»*/29/57 0 15 
**/29/57 5 28 17.2 
5/2/57 1 00 
5/3/57 5 5G 

6 2U 17.5 
?/5/57 1 53 
5/5/57 7 25 

7 1*3 17.8 
5/22/57 23 30 
5/29/57 22 36 
5/30/57 U 29 

U 1*6 18.1 
6/1/57 22 Uo 
6/1/57 23 1*2 
6/27/57 U 39 18.3 
6/27/57 U U6 

16.2 

16.6 

16.H 

17.: 

17. to 

17.1*5 

17. U0 

17.65 

17.75 

18.00 

18.20 

16. U 35.9 16.6 
16.6 36.9 16.8 
16.6 J»1.9 16.8 
17.1 U8.9 17.3 

51.0 17-fcO 
17.3 55.0 17.5 

5>-0 17.U5 
17.3 55.9 17.5 

55.9 17.!*0 
57.2 17.3 

59.0 17.65 
17.3 61.0 17.5 

61.2 17.2 
17.U 6U.0 17.6 

65.3 17.5 
67.1 17.75 

67.3 17.8 
85.0 18.00 

17.9 91.9 18.1 

92.2 18.1 
9U.9 18.20 

17-9 95.0 18.1 
120.2 18. i 

17.1* 
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Table Al - 1.12 

SH1957b * 0 « 5/9/57 I ̂ * 12.10 

Date 
fiertola 
(70) 
• 
DC 

Rr—no 
(75) 
• 
DC 

Gotx 
(72) 
• 
DC 

Li Txin 
(73) 
* 

t • 
P6 

JD2»»35952.3 1U.0 -15.0 14.8 
955 .U 13.6 -12.0 Ik.k 
957 .« 13.0 -10.0 13.8 

5/3/57 22h 35* 12.5 - 5.1 12.5 
23h 06- 12.5 - 5.0 12.5 

JD2U35977 .u 12.2 10.0 13.0 
978. k 12.2 U.O 13.0 

5/21/57 23* IT- 13.20 13.0 13.20 
5/22/57 22 59 13.30 lU.O 13.30 
5/23/57 21 53 13. J* 1U.9 13. k 

JD2U35982.* 12.6 15.0 13.* 
5/23/57 23* 31 13. k 15.0 I3.» 
5/25/57 20 38 13.16 16.9 13.2* 
5/25/57 21 57 13.6 16.9 13.6 
5/25/57 *2 1*8 13.7 17.0 13.7 
5/26/57 21 57 13.8 17.9 13.8 
5/28/57 21 U9 13.9 19.9 13.9 
5/29/57 21 30 l f c . l 20.9 lU.l 
5/29/57 21 59 13.87 20.9 13.95 
5/30/57 22 03 lit.2 21.9 1U.2 
5/31/57 22 26 1U.18 22.9 1U.26 
5/31/57 22 59 1U.2 23.0 1U.2 

JD2l»3599C I.J* 13.5 23.0 H».3 
5/31/57 23 01 11*. 1*5 23.0 1J».1»5 

JD2»t 35991. * 13.6 2l».0 Ik.k 
6/1/57 23h 06" Ik. 60 21*. 0 Jk.60 



SJtL957b 

?7o 

T*ble Al - 1.12 (Caetiwaed) 

5/9/57 12.10 

Date 
Bertol* 

(70) 
• 

ROMDO Cott 
(T5) (72) 
• m 

M DC 

Li Ts is 
(73) t 

PC 

6/2/57 21 13 1 V # 21.9 x i . r i 
*>/2/57 22 16 14.6 2*.9 14.6 

JD2k35992 . t 13.6 25.0 lk.k 

6/6/57 23* 11" l k . 3 29.0 Ik. 3 
6/8/57 21 35 lk .98 30.9 15.06 
6/12/57 21 *9 15.06 JV.9 15.1k 
6/16/57 21* U8» lk .7 38.9 lk .7 
6/17/57 21 30 15.22 39.9 15.30 
6/17/57 22 !*0 15.20 39.9 15.20 
6/17/57 23 i ? 15.15 kO.O 15.15 
6/15/57 21 18 15.56 kC.9 15.6k 
6/20/57 22 11 15.k k2.9 15.k 
6/28/56 20 UO 15.61 50.9 15.69 
6/22/57 21 51 15.5 50.9 15.5 
6/28/57 22 30 15.60 50.9 15.60 
6/29/57 21 30 15.59 51.9 15.67 
7A/57 20 51 1 5 > 9 56.9 15.57 
7A/57 22 ?6 15.6 56.9 15.6 
7/9/57 20 33 15.53 61.9 15.61 
7/9/57 20 39 15.5k 61.9 15.62 
7/16/57 20 U7 15.61 68.9 1-/.69 
7/19/57 20 U6 15.90 71.9 15.98 
7/20/57 22 01 15.90 72.9 15.90 
7/21/57 20 W8 15.97 73.9 16.05 
7/30/57 21 U6 16.00 82.9 16.00 

L . 
t 
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Table Al - 1.14 

SM1960* t Q - 4/16/60 11.60 

D*te 
Bertol* Huth 

(70) (76) 
a m 

PS PS 

Kulikor Teapesti Mannino 
(77) (78) (79) t PS 
PS PS PS 

4/14/60 
4/15/60 
4/16/60 
4/19/60 
H/20/60 

9*06* 
9 36 
9 
9 
9 

51 
36 
36 

10.6 
10.8 
11.1 
10.8 
10.8 

JD2437046.4 
4/21/60 20* 17* 11.6 

JD2437047.3 
4/22/60 19* 55* 

JB2437048.4 
049.4 
050.5 

4/25/60 
4/26/60 19 
4/27/60 19 

20 h 24" 
55 
41 

JD2437056.5 
5/1/60 21 b 00B 12.55 

JD2437057.4 
5/3/60 0* 00* 

JD2437058.4 
069.3 
070.4 

5/16/60 22* 21* 

JD2437072.4 
5/17/60 19 b 26" 

14.10 

-1 .6 11.45 
-0 .6 11.65 

0.4 11.95 
3.4 1J.65 
4.4 11.65 

11.53 5.4 11.53 
5.8 11.6 

11.74 6.3 11.74 
11.42 6.8 11.84 

12.05 7.4 12.05 
12.16 8.4 12.16 
12.10 9.5 12.10 

11.55 9.8 11.97 
11.91 10.8 12.33 
11.62 11.8 12.04 

12. ',2 15.5 12.52 
15.9 12.55 

12.68 16.4 12.68 
12 .10 17.0 12.71 

12.78 17.4 12.78 
13.68 28.3 13.68 

14.05 29.4 14.05 
30.9 14.10 

14.11 31.4 14.11 
13.56 31.8 13.98 
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Table Al - 1.1b Continued) 

Shl9o0f trt = 4/16/60 B 0 = 11.60 

Date 
Bertola 

(70) 
B 

Huth Kulikov 
(76» (77) 
B a 
Pfi Pfi 

Tempesti 
(78) 
m 
Pfi . 

Mannino 
(79) t B F g 

B Pfi 
JD2437073.4 
5/19/60 19 h 4l m 

JD2437075.4 
076.4 

5/21/60 21 h 50 m 

JD2U37077.1* 
5/22/60 19 h 55° 

JD2U37078.5 
5/23/60 19 h 4l m 

JD2437079.4 
5/2U/6C l8 h 53" 

JD2»»3708G.4 
5/25/60 l8 h 58" 
5/26/60 21 36 
5/26/60 22 58 lb.48 

JD2U37082.4 
5/28/60 ?0 h 53* 

JD2U37085.U 
5/30/60 23 h 46 m 

JD2437086.4 
6/1/60 19 h 12* 

JD24 37098. 4 

JD24 37099.1* 
6/13/60 I9 h 4l" 

13.53 

13.92 

14.02 

14.10 

14.26 

14.30 

14.64 

14.21 32.4 14.21 
33.8 13.95 

14.27 34.4 14.27 
14.37 35.4 14.37 

13.75 35.9 14.36 

14.42 36.4 14.42 
36.8 14.34 

14.42 37-5 14.42 
37.8 14.44 

14.53 38. U 14.53 
38.8 14.52 

14.48 39.U 14.48 
39.8 14.68 

14.05 1*0.9 14.66 
1*1.0 14.48 

14.60 U1.4 14.60 
13.85 42.9 14.46 

H*.75 44.4 lb. 75 
14.05 45.0 14.66 

H*.75 45.4 ll*.75 
46.8 14.72 

15.05 57.4 15.05 

H*.97 58.4 lb. 97 
58.8 15.06 
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Table H - 1.14 (Continued) 

SKL960f \ > * 4/16/60 ^ - 1 1 . 6 0 

Date 
BertolA 

(70) 
• 

PS 

Both 
(76) 
• 

Kulikor Teapestl 
(77) (78) 

Mannlno 
(79) t • 
> M 

PS 

JDZkjJIOO.k 
6,14/60 19* 4l" 
6/16/60 19 kl 

JD2437103.4 
6/17/60 if klM 

JS2437104.4 
6/18/60 2? 46* 
6/20/60 19 26 
6/26/60 21 28 
6/26/60 21 40 
6/27/60 19 4l 
6/27/60 21 46 

JT2437114.4 
115.»* 

7/12/60 19* 12* 

15.20 
15.20 

15.20 

l4.60 
14.90 

Ik. 92 

Ik.90 

15.01 

14.70 

15.23 

14.90 59.4 14.90 
59.8 15.02 
61.8 15.32 

Ik .90 62.li 14.90 
62.8 15.34 

14.97 63.4 14.97 
64.0 15.31 
65.8 15.32 

71.9 15.20 

71.9 15.20 
72.8 15.43 
72.9 15.20 

15.12 73.4 15.12 
15.12 74.4 15.12 

87.8 15.65 

http://62.li
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Table Al - 1.15 

SM1960r t Q » 12/19/60 n^ =11.50 

Bertola Zaitseva Gates 
Date (70) (80) (8l) t m 

• n B V ] 

SB Efi 
12/20/60 12.00 1.0 11.75 
JD2l»37312.5 13.71 2U.5 13.71 

31U.5 13.97 J.6.5 13.97 
1/19/61 o-1 in 55 1U.28 28.0 IU.29 
1/16/61 1U.35 13.08 31.0 1U.28 
1/22/61 0 02 1^.55 3U.0 11*. 55 
1/22/61 2 01 lU.40 3U.1 llf.UO 
1/23/61 0 3U 1U.65 35.0 ll». 65 

JD2l»37326.6 1U.73 38.6 1U.73 
1/27/61 3* 09" H.60 39.1 ll*. 60 
1/27/61 3 3U lU.58 39.1 lU.58 
1/28/61 3 1*2 1U.70 1*0.2 ll*.70 
2/8/61 22 36 lU.90 51.? ll».90 
2/10/61 22 00 lU.82 53.9 1U.82 
2/11/61 22 18 15.00 5U.9 15.00 
2/12/61 22 20 1U.93 55.9 1U.93 
2/1U/61 0 56 lit. 80 57.0 ll».80 
2/H*/6l 22 11 U».85 57.9 11*. 85 

J1>2U3735»».6 15.08 66.6 15.08 
377 .1* 15. Vt 89.1» 15.M* 
377.5 15.38 89.5 15.38 
377.5 15.25 89.5 15.25 
378.5 15.28 90.5 15.28 
378.5 15.29 90.5 15.29 

3/23/61 22h U7* 15.63 9U.9 15.63 
3/26/61 1 39 15.20 97.1 15.20 
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Table Al - 1.15 (Continued) 

SM1960r t Q = 12/19/60 i^ - 11.50 

Bertola Zaitseva Gates 
Date (70) (80) (81) t » 

a a B V P K 

Efi Efi 
U/6/61 23 OU 15.57 109.0 15.57 
U/7/61 23 39 15.60 110.0 15.60 
U/8/61 23 28 15.65 111.0 15.65 

JD2U37U05 .3 15.90 117.3 15.90 
U/19/61 20 h Ul" 15.80 121.9 x5.80 
U/19/61 23 55 15.78 122.0 15.78 
5/2/61 19h UT" 15.90 13U.8 15.90 
5/5/61 21 56 16.03 137-9 16.03 
5/7/61 22 37 15.93 139.9 15.93 
5/7/61 23 25 15.90 lUo.O 15.90 
5/9/61 23 06 15.95 1U2.0 15.95 
5/10/61 23 21 15.98 1U3.0 15.98 
5/13/61 0 25 16.05 1U5.0 16.05 



Table Al - 1.16 

SJ196ld t o " 1/17/61 a„ = 16.20 0 

Date 
Zwicky 

• D • 

PS 

12/22/60 21 
12/23/60 21. f 
12/24/60 20.1* 
1/15/61 16. 7L -2 .0 16.23 
1/21/61 16.95 4.C 16.6k 
1/2U/61 17.05 7.C 16.83 
2/11/61 13.75 25.0 18.75 
2/13/61 13.20 27.0 18.96 
2/21/61 18.50 35.0 19. Ul 
2/22/61 18A5 26.C 19.36 
2/23/61 l8.i*5 37.0 19.35 
3/11/61 18.80 53.0 19.55 
3/11/61 19.55 53.0 19.5* 
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Table Al - 1.17 

Si*196lh t r t = 5/3/61 "0 * 11.20 

Date 
Rooano 

(83) 
m 

£fi 
PS 

5/2/61 
5/5/61 
5/7/61 
5/9/61 
5/10/61 
5/13/61 
5/12/61 
5/16/61 
6/1/61 
6/2/61 

l l . l* -6 .0 11 . U 
11.3 -3 .0 11.3 
11.2 -1 .0 11.2 
11.2 1.0 11.2 

10.9 2.0 10.9 
11.3 3.0 11.3 
11. U U.O 11. U 
11.8 10.0 11.8 

12.7 2lj.O 12.7 
13.0 25.0 13.0 



2!y 

Table Al - l . l d 

SNlyblp t Q = 9/11/61 m Q = 14.30 

Berto la 
Date (70) 

m 
Pfi 

t m 
PS 

9 / 1 / 6 1 2 2 h 36* 14 .95 - 9 . 1 14 .95 

9 / 3 / 6 1 21 14 1U.63 - 7 . 1 1 4 . 6 3 

9 / 4 / 6 1 23 58 14 . 40 - 6 . 0 14 .40 

9 / 6 / 6 1 23 24 14 .50 -U.O 1U.50 

9 / 8 / D i 0 46 14 .42 - 3 . 0 14.1*2 

9 / 9 / 6 1 23 02 14 .05 - 1 . 0 14 .05 

9 / 1 0 / 6 1 22 59 14 .35 0 .0 14 .35 

9 / 1 3 / 6 1 22 25 14 .28 2 . 9 1 4 . 2 8 

9 / 1 3 / 6 1 23 07 14 .35 3 .0 14 .35 
9 / 1 5 / 6 1 23 00 1 4 . 3 2 5 .0 1 4 . 3 2 

9 / 1 6 / 6 1 22 58 1 4 . 3 2 6 .0 1 4 . 3 2 

9 / 1 7 / 6 1 23 59 14 .38 7 . 0 14 .38 

9 / 1 8 / 6 1 1 50 14 .45 7 . 1 14 .45 

9 / 1 9 / 6 1 0 25 14.4G 8 . 0 1 4 . 4 8 

9 / 2 0 / 6 1 1 09 14 .68 9 . 0 14 .68 

9 / 2 1 / 6 1 1 57 11*. 70 1 0 . 1 14 .70 

9 / 2 2 / 6 1 2 10 14 .70 11 .1 14 .70 

1 0 / 2 / 6 1 22 27 1 5 . 6 3 21 .9 1 5 . 6 3 
1 0 / 9 / 6 1 22 48 16 .28 28 .9 1 6 . 2 8 

1 0 / 1 0 / 6 1 23 20 16 .18 30 .0 1 6 . 1 8 

1 0 / 1 1 / 6 1 23 49 1 6 . 2 3 31 .0 1 6 . 2 3 

1 0 / 3 1 / 6 1 21 03 17 .12 5 C 9 17 .12 

1 1 / 1 / 6 1 19 19 17 .30 51.8 17 .30 

1 1 / 1 / 6 1 19 58 17 .30 51 .8 17 .30 

1 1 / 2 / 6 1 23 U0 17 .25 53 .0 17 .25 
1 1 / 5 / 6 1 18 07 17 .20 55 .8 17 .20 

1 1 / 1 0 / 6 1 23 12 17 .32 61 .0 17 .32 



l a — • — , I I » i ' i , . _ _ ^ _ 

29b 

T**U Al - 1.1B (OOMIWMA) 

«tt9ftt t 0 « 9 / 1 3 L / t l ^ « IV. 30 

fertola 
D»te (70) t 

l l / l * / 6 l 22 15 
H 
17.30 6*.9 17.30 

U/15/61 22 10 17.30 65.9 17.30 
11/15/61 22 55 17.25 66.0 17.25 
11/17/61 1 10 17.35 67.1 17.35 
11/17/61 19 03 17.35 67.0 17.35 
11/16/61 l h IT* 17.52 60.1 17.52 
U/19/61 2 13 17.55 69.1 17.55 
11/20/61 IT 36 17.50 70.7 17.50 
12/8/61 20 22 17.W 00.0 17.U 
12/11/61 17 11 17.75 91.7 17.75 
12/12/61 17 *6 17.65 92.7 17.65 
12/15/61 0 *2 17.90 95.0 17.90 
1/6/62 17 22 10.00 117.7 10.00 
1/6/62 17 W» 17.90 119.7 17.90 
l/a/62 21 55 17.95 119.9 17.95 
l/2t/62 13 fcl 10.10 135.0 10.10 
1/25/62 19 09 10.10 136.0 10.10 
1/31/62 10 *r 10.10 1*2.0 l t .10 
2/6/62 21 37 10.1*2 1*0.9 10.12 
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« * ! • Al - 1.19 

90962* * 0 » 1A5/62 ^ • 1 5 . 6 0 

Date 
Xsicky M i l 

(0k) t "fc 
• « V 

t "fc 
1/6/62 I f l * ^ 10.65 -0.5 10.06 
1/0/62 10 20 10.10 -6.6 17.56 
1/9/62 10 13 17.6% -5.5 17.6% 
1/9/62 10 50 17.0b -5.5 17.32 
2/2/62 9 50 16.05 10.% 16.3% 
2/3/62 10 %0 16.25 19.5 16.25 
2/3/62 11 (A 15.06 19.5 16.21 
3/2/62 W 00 17.2% %6.% 10.11 
1/6/62 T 51 17.87 50.3 10.70 
}/20/62 6 37 10.70 72.3 10.70 
3/29/62 7 15 10.17 73.3 19.0% 
3/31/62 A 20 10.05 75.3 10.05 
%/0/6£ 6 00 10.67 03.3 19.12 
5/1/62 5 %6 19.20 106.2 19.20 
5/V62 8 25 19.22 100.% 19.%0 
5/5/62 % 50 29.22 110.2 19.30 
5/6/62 7 2% 19.%9 111.3 19.%9 
5/29/62 7 10 20.00 13%. 3 19.92 
5/30/62 5 27 19.56 135.2 19.56 
6/30/62 6 12 19.%% 166.3 19.%% 



ttU* AI - 1.20 

t 0 - 2/iy/sa ^ « i * . » o 

! 
Bat* 

Sricljr 
t • _ 

! 
Bat* 

V Vr 
t 

K 

3/2/*t 9**** 1T.5 U.* 1T.3T 
W 6 2 T 30 u.e 15.3 1T.95 
3/2S/62 % 06 19.* 3T.2 19.* 
3/26/tt J» 31 19.0 3T.t 19.85 
3/29/6* 6 or 1B.T 3B.3 19.5* 
V/9/62 T ** 19.0 *9.3 19.T* 
>»/29/»te 5 to lft.0 49.2 19.32 



ItfU* Al - 1.21 

t„ - 9/2/12 -V - 13.00 

0/30/62 22*20* 
9/3/02 20 37 
9r5/62 20 •2 
9/0Y<2 22 to 
9/10/62 10 30 
9/20/62 10 10 
9/24/62 2b 45 
9/25/62 10 29 
9/30/62 20 55 
10/4/62 10 32 
10/19/62 19 0% 
10/22/62 10 16 
10/24/62 19 30 
10/26/62 10 20 
11/2/62 17 43 
11/10/62 17 21 
U/23/62 17 27 
11/20/62 17 43 
11/29/62 17 33 
12/17/62 17 * 

(06) 

13.65 
13.65 
13.05 
13.95 
14.66 
14.61 
15.15 
15.32 
15.7* 
15.95 
10.36 
16.40 
16.45 
16.50 
10.60 
10.00 
16.90 
10.00 
10.05 
17.00 

-2 .1 13.05 
1*9 13.65 
3.9 13.05 
0.9 13.95 

10.0 14.06 
10.0 14.64 
22.9 15.15 
23.0 15.32 
20.9 15.74 
32.0 15.95 
47.0 10.36 
50.0 10.40 
52.0 10.45 
54.0 10.90 
61.7 16.00 
75.7 20.00 
02.7 10.90 
03/1 10.00 
00.7 10.05 

106.7 17.00 



29> 

IfcU* A l - 1 . 2 2 

tm$tu * o - 12/5/12 \ m 13.20 

» « . 
• tr ia l* 

Ctrl (88) % •w ft t 
(88) % •w 

11/23/42 22* 3l" 15.20 15.0 -11.1 15.0 
11/24/42 1ft 01 14.3 -ft.2 14.3 

lft to u.to 14.2 -8 .2 14.2 
21 32 14.2 -8 .1 14.2 

11/29/62 lft 34 114.1 -5 .2 14.1 
21 3ft 13.8 -5 .1 13.8 
23 55 14.24 13.44 -5 .0 14.05 

11/30/42 1 21 14.20 -* .9 14.02 
1 43 14.0 - * . • 14.0 

10 33 " 14.1 -4 .2 14.1 
23 19 11.12 -4 .0 13.94 

12/1/12 0 12 14.0 -4 .0 14.0 
12/2/42 0 lft 13.8 -3 .0 13.8 

0 20 11.10 -3 .0 13.92 
IT 50 14.05 -2 .3 13.88 
20 35 14.1 -2 .1 14.1 
23 to 14.08 13.08 -2 .0 13.92 

12/3/42 22 24 14.01 -1 .1 13.04 
22 57 13.9 -1 .0 13.9 
23 00 14.03 13.33 -1 .0 13.07 

12/4/42 22 2% 13.9 -0 .1 13.9 
12/5/42 22 30 13.17 13.2ft 0.9 13.00 

2% 00 13.4 1.0 13.4 
12/4/42 1 12 13.95 1.0 13.79 
12/r/ ie 1 07 13.6 2.0 13.6 
12/14/42 IT to 14.2 9.T 14.2 
12/19/42 10 16 14.31 10.6 14.20 
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Tfcfcje Al - 1.22 (Continued) 

SM1962* t o " 12/5/62 •o" « 13.20 

Date 
Btrtol* 

(87) 
Rocino 

(88) 
• 

t 9 
B V 

Rocino 
(88) 
• 

t 
PC 

12/15/62 19 k6 111. 3 10.8 1U.5 
12/16/62 18 52 lk.5 U . 8 1»».5 

21 00 Xk.9k 13.35 11.9 1*.*0 

12/17/62 19 50 I t . 50 12.8 lfc.kO 
20 16 lk.1 12.8 1*.T 

12/17/62 2 1 b 50? lfc.6l 13.*6 12.9 1*.53 
12/18/62 19 06 1H.9 13.8 l k . 9 

20 ko 1H.76 13.57 13.9 ld .68 
12/20/62 18 57 15.1 15.8 15.1 

20 35 1^.99 15.9 1V.91 
12/21/62 19 10 15.1 16.8 15.1 

23 00 15.05 13.79 17.0 1^.99 
12/22/62 19 51 15.1 17.8 15.1 

20 06 15.21 17.8 15.15 
21 30 15.10 13.82 17.9 15.Oil 

12/2$/62 19 18 15.55 20.8 15.51 
19 *3 15.3 20.8 15.3 

12/26/62 18 33 1?.5 21.6 15.5 
19 50 15.63 1U.21 21.8 15.60 

12/27/62 17 50 15.5 22.7 15.5 
21 00 15.95 lfc.13 22.9 15.93 

1/1V63 17 59 16.1 *0.7 16.1 
18 20 16.32 kO.8 16.35 

1/15/63 18 12 16.2 U . 8 16.2 
1/16/63 18 29 16.1 te.8 16.1 
1/19/63 19 03 16.1 *5.8 16.1 

20 28 16.31 *5.9 16.33 
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Table Al - 1.22 (Continued) 

SH962t s > - 12/5/62 • b " 13.20 

Datt 
btrto la 

(87) 
Rodno 

(88) t • 
B V 

Rodno 
(88) t 

PS 

1/20/63 IT *9 16.2 W6.T 16.2 
20 09 16.35 *6.8 16.3T 

l / 2 i / 6 3 18 29 16.2 W.8 16.2 
l/2%/63 18 13 16. V 50.3 I6.fc 

18 21 16.35 50.8 16.37 
1/25/63 18 10 16.« 51.8 16.* 

1/26/63 18 M 16.* 52.8 16.H 
1/2T/63 1* 31 16.«1 53.8 l6 .*2 

2/23/63 19 23 16.95 80.8 16.92 
2/25/63 19 20 16.89 82.8 16.85 
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T*bl« Al - 1.23 

SUL962p t Q - 10/29/62 ^ - l)i.2 

Rosino 
D*t* (89) PC 

10/9/62 
10/2*/62 
11/23/62 
11/26/62 
11/30/62 
12/3/62 
12/5/62 
12/20/62 
12/22/62 
l/l*/63 
l/2*/63 

16.9 -20 16.9 
15.0 -5 15.0 
16.5 25 16.5 
16.5 28 16.5 
17.1 32 17.1 
17.2 35 17.2 
17.2 37 17.2 
17.* 52 17.* 
17.* 5* 17.* 
17.6 77 17.6 
17.6 87 17.6 



2 * 

T»kl» Al - 1.24 

SH963& * 0 - 1/20/(3 4 , * 1'.60 

Date 
•ertol* 

(86) 
• 

(90) t % 

1/22/(3 15.5 2 15,5 
1/25/(3 0* oaT 15.90 5.0 15.90 
l/2T/(3 0 09 16.00 7.0 16.00 
1/28/(3 0 14 16.10 8.0 16.10 
1/31/(3 0 30 16.40 11.0 16.40 
2/24/(3 0 03 18.85 35.0 18.85 
2/25/(3 23 59 18.90 37.0 18.90 
3/1/(3 0 25 18.95 40.0 18.95 
3/1^/(3 22 3T 19.05 53.9 19.05 
3/17/(3 22 %5 19.05 56.9 19.05 
4/30/(3 8 37 19.35 100.4 19.35 



?95 

Table Al - 1.25 

SHl?63i t Q « 5/5/63 ^j - 12.90 

Date 
Zaitscva. Loctel 

(91) (92) 

. - ... f t M 

BartanA 
(93) 
• 
J f 

t • 
PC 

V22/6? 
h/Zl/63 
5/H»/63 1 9 h 00* 13.90 

21 00 13.90 
5/16/63 20 00 Hi. 01 

21 00 13.98 
5/20/63 
5/21/63 19 00 J>.57 
5/22/63 20 00 lfc.68 
5/23/63 21 00 14.81 

5/25/63 20 00 15.07 
5/26/63 19 00 15.16 
6/10/63 20 00 15.71 
6/16/63 20 00 15.80 

15.8 

U*.3 

1*.3 

43 15.8 
-8 lk.1 

9.8 13-9 
9 .9 13.90 

11.8 lfc.01 
11.9 13.98 
15 1*.3 
16.8 1>».57 
17.8 lfc.68 

18.9 lfc.81 
20.8 15.07 
21.8 15.16 
36.8 15.71 
12.8 15.80 
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Tfeblt Al - 1.26 

SH963J t Q - 5/10/63 -Q « 12.0 

ZMickj Wild ChiacwiAi ant 
Itat* (9%) (9$) Nargoni (96) t 

• • * 
Bl B* K 

5A8/63 12.5 8 12.5 
5/20/63 13.0 10 13.0 
5/21/63 2** 13* 13.85 
5/25/63 20 56 13.7 15.9 13.7 
5/26/63 23 Ok 13.75 17.0 13.75 
5/28/63 2k 01 13.8 19.0 13.8 
5/30/63 2k 59 13.8 21.0 13.8 
5/31/63 25 OB 13.9 22.0 13.9 
6/9/63 21 Ik lk.3 30.9 lk.3 
6/12/63 23 08 lk.8 3k.0 lk.8 
6/17/63 22 kk 1*.9 38.9 lk.9 
6/23/63 22 52 15.k kh.9 15.k 
6/25/63 23 35 15.5 k7.0 15.5 
6/26/63 23 13 15.k k8.0 15.* 
7/1V63 21 33 16.1 65.9 16.1 
7/16/63 21 56 16.3 67.9 16.3 
7A8/63 21 07 I6.k 69.9 16. k 
7/19/63 21 50 16. k 70.9 16. k 
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Table Al - 1.27 

SH1963P t Q « 9/27/63 •o * 1 3 ~ r ° 

Date 
Bartol* 
«t «1 (97) 

B 

Kaho 
(98) 
*K 

t 9C 

9/22/63 00* 25* :*.25 
9/23/63 23 53 1*.15 -3.0 13.81 
9/27/63 0 2* 1*.05 0.0 13.72 
10/9/63 23 3* 1*.70 13.0 1*.*3 
10/13/63 0 0* 15.15 16.0 1*.90 

JD2*38321.1 15.33 21.1 15. *5 
322.1 15.88 22.1 16.0* 

10/19/63 3* 17* 15.95 22.1 15.7* 
10/22/63 0 01 16. *5 25.0 16.27 
10/23/63 3 19 16.50 26.1 16.33 
10/25/63 23 3* 16.70 29.0 16.55 
10/26/63 23 37 16.70 30.0 16.76 

23 58 16.85 30.0 16.71 

JD2*383*5.1 16.67 *5.1 17.18 
3*5.1 16.76 *5.1 17.33 
3^.1 16.62 *6.1 17.09 
3*6.2 16.72 *6.2 17.26 

11/17/63 23* 12* 17.50 52.0 17.37 
11/22/63 22 50 17.55 57.0 17.*1 
12/12/63 21 18 17.80 76.9 17.63 

JD2*38382.1 17.0* 82.1 17.83 
383.0 l6.?«» 83.0 17.5* 
333.0 17.00 83.0 17.73 

1/8/64 19fc k51* 18.50 103.8 18.28 
20 13 18.60 103.8 18.38 

1/19/6* 19 30 18.80 lit.8 18.56 
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Table Al - 1.27 (Coatinutd) 

SKL963p t Q - 9/27/63 •b" 13.50 

Date 
Bertola. 
et al (97) 

fiho 
(98) t PS 

JD243841U.9 
1*15.0 

1/20/64 19h 
B 

38 18.95 

17.08 
17.18 

UA.9 
115.0 
115.8 

17.89 
18.35 
18.71 

' ft, 
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Table Al - 1.29 

SU96U t Q « 12/8/6* 13-10 

D*U 
Bertol* c t «1 

(9T) 
• 

PI 

12/12/6* 2* 00* 
2 27 

12 /13 / t t 1 23 
12/23/6* 2 03 
12/24/64 0 31 

0 35 
12/31/6* 0 37 

2 1* 
23 16 

1/V65 0 32 
1/6/65 0 22 

22 15 
1/7/65 0 (A 
1/8/65 22 U 

1/10/65 1 12 
1/11/65 0 58 
1/23/65 22 33 
1/25/65 22 1*2 

2/2/65 21 31 
2A/65 0 08 
2/k/65 23 19 
2/8/65 23 53 
2/21/65 23 01 
2/27/65 2 27 
2/27/65 It »»5 
3/7/65 1 30 

3/12/65 0 11 

13.*5 %.l 13-*5 
13.60 * . l 13.60 
13.50 5.1 13.50 
U . 5 0 15.1 1W.50 
1H.65 16.C 1W.65 
U . 7 0 16.0 lk.10 

15.55 23.0 15.55 
15 .HO 23.1 15-1*0 
15.55 2k. 0 15-55 
15.65 26.C 15.65 
l c -5 29.0 16.05 
l c 05 29.9 16.05 
16.05 30.0 16.05 
16.25 31.9 16.25 
16.10 33.0 16.10 
1 6 . WO 3fc.O 16.1(0 
16.25 I16.9 16.25 
16. Wo W8.9 16. uc 
I6.l»5 56.9 16.I15 
16.65 58.0 16.65 
16.60 59.0 16.60 
16.60 63.0 16.60 
16.60 76.0 16.60 
16.65 81,1 16.65 
16.75 81.2 16.75 
16.80 89,1 16.80 
17.00 9H.0 17.00 



Table Al - 1.29 (Cytl—•*) 

SM19&1 %Q » 12/8/6* •p » 13.10 

Bertol* «t a l 
(97) t 

K 

17.05 108.0 17.05 
17.05 110.0 17.05 
17.15 113.9 17.15 
17.10 119.9 17.10 
17.35 1*7.0 17.35 
17.50 150.0 17.50 

3/25/65 23 55 
3/27/65 23 32 
3/31/(£ 21 *7 
V6/65 22 fc2 
5/3/65 23 42 
5/6/65 23 38 



:v 

Ttfel* kl - 1.30 

suafti t o ' 6/13/65 v U.O 

A U PMHriT(10%) 
CU*U Mtf 

t %t 

Ji£fcJS915.3 16.09 -9.7 16.09 
916.3 15.6? -8.7 15.67 

6/14/65 21* 31» 11.80 5.9 11.56 

JB2J.3d9J2.J 12.58 7.3 12.58 
6/20/65 .*1* 00 12.45 7.9 12.27 

21 21 12.55 7.9 12.37 
mkjton.* 12.W a.i 12.18 
6/22/6) 21* oaP 12.70 

a 22 12.60 9.9 12.50 
21 28 12.65 9.9 12.55 
22 Ok 12.70 9.9 12.60 
22 hi 12.75 

JD2k36»35.t 12.70 10.k 12.70 
6/23/65 21* 08" 12.80 

21 26 12.75 10.9 12.65 

JD2fc38936.3 12.73 U.13 12.73 
6M/65 20* 5 * 12.80 

21 iO 12.85 
21 U 12.80 11.9 12.72 
21 20 12.95 11.9 12.87 
21 30 12.90 11.9 12.82 

6/25/65 21 10 12.95 
21 16 12.90 
21 25 13.10 12.9 13.03 

s 21 30 13.00 12.9 12.93 

JD2b38938.3 13.00 13.3 13.00 
939.3 12.81 H».3 12.81 



* * 

U U c Al - 1.30 (Cot i—it ) 

SU9651 * 0 « 6/13/65 U.0 

Ci*tti 
(10%) ilfijL 

6/27/65 2 1 k 00* 
21 15 13.35 
21 20 13.30 

JDe*3ft9*0.3 13.29 
9 U . 3 13.33 

6/29/65 2 1 h Um 

21 20 i3.*0 
21 25 U.*5 

402*3*9*2.3 13.30 
9*3.3 13.39 
9**. 3 13.81 
956.3 1*.80 
959.3 15.06 
960.3 15.62 
963.3 15.78 

13.10 

13.25 

1*.9 13.30 

1*.9 13.25 

15 3 13.29 
16.3 13.33 

16.9 13.3* 
16.9 13.39 

17.3 13.38 
18.3 13.39 
19.3 13.81 
31.3 1*.80 
3*.3 15- 08 
35.3 15.62 
38.3 15.78 



505 

M l c Al - 1.31 

SU966J t Q » 11/23/66 ^ . 1 1 . 0 

Date 
HilA 
(106) 
• 

M i I t o i M t t o 
(10T) 

tafco 
(106) 

« t *1 
(112) 

t •w 

12/18/66 13.0 25 13.0 
12/21/66 1* %r 13.30 26 .1 13.18 
12/22/66 3 00 13.25 29 .1 13.13 
12/2V/66 3 27 13.50 31.1 13.39 
1/3/67 22 56 1V.20 te.c lfc.08 

1/5/67 0 26 l k . 2 *3.0 lfc.08 

JD2V39500.1 H».36 • 7 . 1 1V.25 
$00.2 lfc.*2 *7.2 lfc.30 
500.2 1*.35 V7.2 l*.2k 
500.2 1*.V* VT.2 IV. 31 
501.2 1V.32 W . 2 U . 2 1 
501.2 Hi.26 V8.2 l k . i e 
501.2 1*.55 V8.2 1*.!»1 

1/11/67 0 1 1 Itf 1 1V.3 V9.0 lV.17 

JD2%39503.3 1*.W 50.3 1V.35 
503.3 1W.V2 50.3 IV. 30 

1/13/67 2* OOF IkM 51.1 IV. 31 
23 36 1V.50 52.0 IV.36 

1/19/67 0 to 1V.5 57.0 1V.36 

2/2/67 23 06 1V.6 72.0 1V.V3 

JD2V39526.1 1V.83 75 .1 1V.63 
526.2 U . 7 6 75.2 1V.56 

526.3 l M V 75 .3 1V.5V 

2/7/67 23* 13" lV.7 77.0 IV.52 

2/9/67 1V.75 
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M l t Al - 1.31 (CtBtiaM*) 

t Q « 11/23/66 U.10 

Ml* 
(106) (107) 

2/15/67 20 12 
2/27/67 

JD2439553.1 
557.1 

3/8167 
3/9/67 

JS2439564.2 
3/14/67 23* 56* 

JD2439565.1 
565.1 
565.1 

3/17/67 a > 35* 
4/14/67 

JD24396O8.0 
608.0 

5/1/67 
5/1/67 
5/3/67 

JD2439626.1 
626.2 
643.0 
643.1 
646.0 

6/11/67 
7/1/67 

15.00 

15.20 

15.30 

(108) 
«t ml 
(112) 

16.12 
16.10 

16.05 
16.38 
16.57 
16.43 
16.50 

84.8 14.81 
14.95 

15.09 lOfc.l 14.84 
14.98 

15.10 
15.30 

104.1 '.4.72 

15.32 11J.? 15.05 
112.0 14.96 

15.27 112.1 15.00 
15.11 112.1 14.84 
15.35 112.1 15.06 

114.9 15.06 
15.70 

15.60 
16.00 
16.10 

15.60 
16.10 



yrr 

WU* Al - X.32 

SU9«6k Si*' JB&WM 19.0 • b ' -16.60 

Date t 
* - Vr 

t "W 

402*39*76.9 18.* -10.1 17.9 
*I9.9 17.8 -9.1 17.8 
4T9.9 11.2 -9.1 17.7 
5O5.0 17.6 16.0 17.9 
J86.9 i « . i 17.9 18.1 
53k.O 19.0 *5.0 20.0 
551.8 18.9 62.8 19.7 
552.7 19.2 63-7 20.0 
56%.7 19.5 75.7 30.1 
56* .8 19.6 75.8 19.6 
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Table Al - 1.33 

t Q « 10/7/66 •b " *»-3 

Ciattl tmt ] 
(105) 

10/1V60 0* 3k* lk.70 7.0 lk.70 
11/7/66 22 3k 16.90 31.9 16.90 
U/lk/66 0 05 16.95 38.0 16.95 
11/16/66 0 17 17.10 kO.0 17.10 
11/19/66 0 3k 17.30 k3.0 17.30 
12/6/66 22 35 17.60 60.9 17.60 
12/8/66 21 35 17.65 62.9 17.65 
12/9/66 22 Ok 17.70 63.9 17.70 
12/10/66 21 10 17.70 6k.9 17.70 
12/11/66 21 06 17.80 65.9 17.80 
l/k/67 19 11 18.00 89.8 18.00 
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Table Al - 1.3*4 (Continued) 

SN1967C t Q • 2/22/67 •0 • 12.60 

Date 
de Vaucouleura 
et al (11Q) 

Marx and 
Pfau (111) 

b 

Borsov et al 
(112) 
x B 

Chuadie ct al 
(113) 

Kaho 
(108) 
\ 

t "Pf 

JD2439613.7 16.35 69.7 16.19 
613. Y 16.U3 69.7 16.27 
616.7 16.65 72.7 16. U8 
618.7 16. U5 7»».7 16 Jtt 

5/7.9/67 16.20 7«*-9 l 6 ' U yj. I 
JD; 1*39619.7 16.85 75.7 16.68 

621.7 16.73 77.7 16.56 
5/10.9/67 16.20 77.9 16.10 
•5/11.9/67 16.30 78.9 16.20 

1 
JD2U39623.7 16.9»* 16.33 79.7 16.76 

0U3.7 17.50 99.7 17.29 
6U5.7 17.1»0 101,7 17.19 
61»S.o 16.60 102,0 16,90 
6U6.0 16.57 102.0 16.85 

JD2U396U9.7 17.38 105.7 17.16 
650.7 17.78 106.7 17.56 

) 



<1«* 

Table Al - 1.35 

SM1968. t Q « 3/15/68 •<, « 12.70 

Date 
Chart ra 

(114) 

* K -

RUMT Ciatti and Barboa 
(51) (105) t • 

PS 

Chart ra 
(114) 

* K -
» B V 

...fit. 
t • 

PS 

3/21/68 13.5 
3/25/68 2 1 h so-
0024399*3 
3/27/68 2 0 h so* 
JD2439944 
3/29/68 2 2 h 07" 

JD2i»3S>^5 
94£ 

3/30/68 2 0 u 35* 
4/3/68 24 00 

JD2439963 
966 

4/23/68 2 0 h 13T 

14.7 

14.8 

14.75 
14.9 

15.8 
15.95 

15.50 

15.60 

15.60 

15.70 
16.10 

17.20 

14.85 

15.00 

15.25 

15. y; 
15.65 

6 
10.9 
12 
12.' 

13 
13.9 
14 
15 
15.9 
20.0 

32 
35 

13.5 
14.43 
14.7 
14.65 

14.8 
14.95 

14.75 
14.9 
15.08 
15.63 
15.8 
15.95 
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Tmbl. Al - 1.36 

SMig69c t Q - 1 / 3 1 / 6 9 MQ « 13 

Date 

1/20/69 21h 15» 
2/9/69 22 (A 

22 IB 
2/13/69 19 50 

20 08 
21 15 

2/17/69 23 03 
23 IB 
25 36 

2/21/69 23 01 
23 16 
25 26 
27 39 

3/6/69 19 17 
19 33 

3/8/69 19 25 
22 43 
23 01 

3/9/69 19 55 
20 12 
22 01 
22 19 

W 6 9 23 58 
W 6 9 26 13 
4/10/69 21* 03 
l»/lli/69 25 17 
»»/17/69 25 21 

Bcrtola. •ad Ciatti 

\ y m 

16.35 

(lfc.10) 

Ik.60 

15.10 

15.30 

14.60 

15.35 

lli.82 

15.50 

15.80 

Hi.95 

15.85 

14.85 

16.65 

15 M 

36.70 

16.65 

15.»*5 

16.75 

15.55 

15.W5 

16.70 

17.35 

17.55 

17.60 

17.60 

17.10 

-10.1 16.35 

9.9 14.60 
13.8 15.10 
13.8 15.10 
13.9 14.89 
18.0 15.18 
18.0 15.30 
18.1 15.33 
22.0 15.66 
22.0 15.63 
22.1 15.71 
22.2 15.53 
34.8 16.59 
34.8 16.66 
36.8 16.64 
36.9 .'.6.59 
37.C 16.65 
37.8 16.68 
37.8 16.73 
37.9 16.63 
37.9 16.63 
67.0 17.24 
69.1 17.U3 
70.0 17.48 
7U.1 17.48 
77.1 16.97 
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lUO* Al - 1.36 (Continued^ 

SU969e t Q « 1/31/69 ^ * 13.9* 

Dvt« 
Bertola u d Ciattti 

(115) 
t B V » t "in* 

•723/69 
5/12/69 

25 23 
20 Od 

17.70 
17.30 

33.1 
101.3 

17.56 
17.63 

• ! 
t 

SE 
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Tabla Al - 1.37 (Continue*) 

SN19711 t Q • 5/27/71 «0 • 11.70 

Date 
Daaiog at al 

(52) 
lahida 

fs6> 
Van Hark at al 

(5*. 55) 
Soevll 
(116) 

V -
% % • B V . M V B-V 

Van Hark at al 
(5*. 55) 

Soevll 
(116) 

V -
% % • 

6/22/71 
6/22/71 
6/23/71 
6/27/71 
6/29/71 
7/3/71 
7/14/71 
7/16/71 
7/16/71 
7/29/71 
7/31/71 
8/2/71 
8/3/71 
8/14/71 

14.70 13.35 

14.58 13.39 

15.06 13.83 
14.83 13.97 
15.25 14.05 
15.35 14,50 

15.*5 14.90 
15.50 15.00 
15.50 lit.90 
15.30 15.05 
15.8 

l b . 60 

13.7 

15.25 

86 1«.65 
26 14.60 
27 lit. 50 
31 14.91 
33 1«.99 
37 14.69 
ve 15.16 
50 15.21 
50 15.25 
63 15.96 
69 15.90 
67 15.38 
68 15.06 
79 15.47 



H9 

APPEGIX 2 

THE REDUCED LIGHT CURVES 

Figures A? - 1.1 thr&jgh A2 - 1.37 five the final reduced light 

curves used for the analysis. All magnitudes have been converted to 

the • systest and any necessary zero-point corrections have been 

applied. Different symbols have been used for the different observers 

in each curve. The vertical straight lines at t«0 represent the 
estimates of • . The fitted curves are the fits of the Morrison-o 
Sartori Model which were used to estimate the .'•lues of the comparison 

parameter ot^- The values of the parameters C and A which define these 

fitted curves are given in columns 9 and 10 of Table 6-1. 
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APrEKDIX ; 

COMPARISONS CF THE ESTIMATES CF M WITH THCSZ :? rr.EVICMS AUTKCRS 

c 

Ccap_~isons of the absolute magnitudes calculated in the present 

stud;/ with tncse cf van ien Bergh, Kcwal, and Fskovskii are giver, in 

Table AJ-1 and Figure A ; - l . The t sb le cocpares the averages , standard 

deviat ions and sacple s i z e s . Colters : was obtained ty r eca lcu la t ing 

the absolute magnitude- in the present study with the peaic apparent 

magnitudes, a , ccrrected only for absorption v i t h i - our ovn galaj^*. 

The magnitudes thus obtained should be comparable t c those obtained by 

van den sergh and Koval. The tab le ind ica tes an extreaely good sgreeaer.t 

on the average with those of van den Sergh and fa i r ly good agreraent 

with those of Kowal. The discrepancy between the average valu- cf Sust 

and tha t of Kowal i s 

TAfcLE A-'-l 

Comparison of the Absolute Magnitudes with Thcs- cf Previous Studi-s 

X Sample 3J- -
van den 

J • 
Hfoval ' s ^Rus t ' s M -

""Tskovskii 's 
g 

w R u s t ' s Bergh's M ccrrectea •jr f ina l 

S t a t i s t i c \ 

M o 
0 only for 

abs in 
our 
galaxy 

O M o 
corrected 

for 
everything 

Averse - 1 J . 7 -Li. -t - lo . ; - - -1 ,'.13 - 1 u 1 

Standard 
Deviation A r?-: 7 1*7 1 . J' *>• 
Sasnule 
Sizt- O ) 1 • 7 7 '-> 
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C*27 with the Rust magnitudes being the brighter. There are 19 supernovse 

r r — m to the two studies. Figure A>l(a) is a plot of Rowal's estimates 

against the partially corrected estimates in this study for those 19 

commot: supernovae. The straight line, which has a U5* slope, is tbe 

relation 

N (Kbwal) = M (Bust) + d?27 . 

Although tbe scatter around the line is large, there are no obvious 

systematic deviations from it. 

Column 5 of Table A3-1 gives the average and standard deviation 

of the absolute magnitudes given in colunn 3 of Table 9-3. Tbe magnitudes 

have been corrected for absorption both in our own and in thv. parent 

galaxy. They should be comparable to tbe magnitudes calculated by 

Pskovskii. The average differs from that of Fskovskii by c/?33 witb the 

Rust estimates being the brighter. The discrepancy is less than half of 

either of tbe standard deviations, which differ by only cfry). Figure 

A>l(b) gives a plot of Pskovskii *s estimates against those of this study 

for the 21 supernovae common to the two samples. The straight line is 

tbe relation 

M Q (Pskovskii) = M 0 (Rust) + of?33 . 

Clearly the scatter around the line is random and there are no systematic 

deviations from it. 

The agreement between th<> final estimates of this study and those of 

Pskovskii is good when one considers that the methods for estimating 

the absorption in the parent giiaxy were very different. Pskov<7kii took 
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the internal shsmpUon to V* insignificant in e l l ipt ica l and irregular 

galaxies. Be baaed the estlnactes for the absorption in spiral galaxies 

on the inclination of the plane of the galaxy assuming a plane*parallel 

• o d d for the ehsnrhfng amterial. Fisjare A>2 gives the conpartaon of 

the total absorption corrections A, for the 21 supernova* cannon to 

the two sanples. The solid l ine i s the U5* l ine 

AK(Psfcowskli) = A^CBast) , 

and the two dashed l ines represent *c/?5 deviations. A closer •xeatination 

of tbe 9 points lying outside the band described by the two dashed lines 

reveals that for 7 of then, tbe calculated A fRait) are based on 
PS' 

observed color excesses, and only two of then (shown encircled) represent 

estiaates. This inpliea that nost of the corrections in the present 

study which deviate widely frcn the corresponding corrections of Pskovskii 

are aaong the nore reliably detemined corrections in this study. This 

conclusion is strengthened further by Figure A5-3, which is a plot of the 

total absorption correction against color excess for tbe 12 supernovae 

with neasured color excesses which were connon to the two studies. 

Pskovskii's corrections are shown as filled circles while the corrections 

for the present study are shown as open circles. It is not surprising 

that the latter lie along a straight line since they were computed by 

Kq. (9-3). Pskovskii's corrections, in contrast, do not exhibit any 

signifleant correlation with the color excess. Tiro extrsne cases are 

111959c and 19621 vbich have observed color excesses of dtlO and d*85 

respectively. Pskovskii's estlaetcs for tbe absorption corrections are 

1*7 and 0*7 respectively. These estimates are inconsistent with the 



Z6l 

• 

\ 

\ 

• • 

> 

\K 
,.,„ - \ - ^ 

. ^ 

• • 

> 

\K 
,.,„ - \ - ^ 

IO 

in 

C\l 2 

15 o 

IO CM 
60, 

m c 
o 
•rl * > 
<i 
t u 5 o • 
C -ri 
O Jtf 

• •J > 

O «c 
a U> 

s * 
l - ( 

§s 
A3 
O .O 

o c 
« «J 
•n « 
is -3 

o _ m 

cv. 
I 

(I IMSAOMSd) ™V 1V101 



- # 

36? 

0.4 0.6 CL8 
RUST'S £(B-V) 

Figure A3-3. Total Absorption Correction as a Fjiction of Color 
Excess. 

* • • • • > • 



36; 

observations since SH9621 coold not possibly be** suffered 8.5 tines 

the reddening bat at the sane tine less than half the absorption suffered 

by SIL959C. it would appear then that the color excess Method is a acre 

consistent aetbod for calculating absorption corrections than the 

inclination aethod, and, since aost of the deviations in Fig. A3-2 are 

in the direction A (Rust) > A (Pskovskii), that the inclination aethod 
P» Pa 

nay be on the average too conservative. Ibis would certainly account 

for the d?33 excess in the average intrinsic luminosity estiaates of 

the present study over those of Pskovxkii. 
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AIHSBEX ** 

oaaKBumam BEWEBI WE PEAK ABSOLUTE HAaaruies or THE 
SUPEWOVAE AH) W U W W U g OP THE B U S R GALAXIES 

In his 1967 P«per (90), Pskovskii found a weak correlation between 

the peak absolute magnitudes of the supernovae and the Hobble types of 

the parent galaxies. Figure A4-1 gives a plot of the magnitudes versus 

the Hubble types both for Pshonrskli's estimates, shown as jolid circles, 

and for the estimates of the present study, shown aa open circles. 

There does appear to be a slight correlation, with the brightness 

increasing as the type of the galaxy progresses through the Hubble 

sequence from elliptical to irregular. The correlation is perhaps 

more clearly indicated in the lower graph, which is a plot of the average 

magnitude for each type. These averages, together with t>te standard 

deviations are given in Table A<*-1. In the plot, the average values 

are connected by straight line segments (Pskovskii's by solid lines 

and Bust's by broken lines) in order to emphasize the difference between 

the two sets of averages: (1) Tbe averages of Rust increase more smoothly 

along the sequence of galaxies than do those of Pskovskii, and (2) The 

range of the increase is less for the estimates of Rust than for those 

of Pskovskii, the ranges being (-183, -19.8), respectively. Thus, the 

correlation appears to be more regular but less pronounced fox the 

estimates of Rust than for those of Pskovskii. It is difficult to Mtett 

the significance of the correlation, considering the range of standard 

deviation* of the estimates about the averages. 
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TABLE AU-l 

Average Peak Absolute Magnitudes as a Function of Galaxy 
Type for the Estimates of Pskovskii and Rust 

Type of 
Galaxy 

Pskovskii's Estimates Rust 's Estimates Type of 
Galaxy No. *o * °<Mo> No. M0 * o(M0) 

E 6 -18.8 * C*5 7 -18.91 * o"63 

SO 6 -18.6 ± Q.h 3 -18.80 * l . l l 
* 

Sa 2 -19.5 * 0.9 3 ~v*M * 0.38 
* 

Sb 6 - I8 .7 * 0.9 -19.38 * 0.80 
* 

Sc 12 -19.5 * 0.7 16 -19.81 ± 0.98 

I r r h -20.5 ± 0.2 2 -19.60 * 0.26 

Barred spirals are grouped with regular spirals of the smre type. 

In an earlier paper (1^)? Pskovskii reported a correlation between 

the peak absolute magnitudes of the supernovae and the integrated 

absolute magnitudes of the parent galaxies. In his 1967 paper (50) he 

said that the correlation is not reliably determined because of the 

large dispersion in M and the lack of data on supernovae in low luninosity 

galaxier- Figure AU-2 illustrates the regression of Pskovskii's estimates 

of M on his estimates of the integrated absolute magnitudes M , 

using all the supernovae in his 1967 sample for which he gave estimates 

of M ^ . The equation of the best fitting regression line, shown in 

the figure as a /.olid line, is 

»iQ - -(26.57 * 2.3»0 - (0.379 * ° - 1 2 1 > H g a l a X y > 



.:s 

. : i ; :n i* i m n ? -

and the correlation coeff ic ient i s : = -0.->32. The t - s ta t i . r t i c for 

t e s t ing the significance of the slope has the value t ~ -3.1 1 * which 

g ives , for the 27 points in the sample, significance at about the 99»>" 

l e v e l . The regression was perforaed both with and without the point at 

the upper l e f t corner (SNl}37o) in order t o show that i t did not have 

an inordinate influence ii. determining the s lope. Without that point, 

the regression l ine i s 

K = .(2C.lt ± 5 . I f ) - ':.j;J ± 0.1t2>l , , 
o galaxy * 

' - I -n -c--Ti"i--n' .- - - •> . - - ani t = -r'.PP which riv-.-

" :"• *.••.'•- . Firir- A— 1'. "•;.'-tra^r *,hr- ran*- r».y;r-~-:.uon 

;.ur; *.̂ <-. --.:t j-:iT\-.: o:" ' •«-• rv .̂î -nt ~t:iy "\.T th*= Jarsp'.«"•. Th- r-.~t r"i*.*.in«: 

'-ft.-:*, .-.r-.f-- .• in- i.t 

• ' — _ . •"• . » "I A _ f -• A. •> " " O v 
o r*: a:<y 

• n- -err' : v i c ; -?c :': Lei- n* 5 -i r = -",,."'v-:. 'h* *-~*.aM.-t.irr ha.- t,-v 

value t = -1 .3 .>, and there are 37 points in the sample so the correlation 

i s s ignificant at the >>''• l e v e l . When the l e f t hand extreme point, 

SHl)37c, i s omitted the resu l t s are 

MQ = -(27.>i. ± 3.07) - ( V - * i ^ - ^ 2 ) M g a l a x > , , 

c = -0.27% and t -• -1.67 which gives significance at the 7^.7' level. 

It would appear then that there is a significant correlation between 
the estimates of M and the estimates of M . _ in both studies, but o galaxy ' 
there is a wide scatter in the M estimates. The two sets of estimates 

o 
give similar values of the slope of the regression line but the cor­

relation is not a» pronounced in the present sample which contains 10 

supernovae more than the sanpie of Pskovskii. 

http://2C.lt
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APPENDIX 5 

TESTS FOR SYSTBMTIC EFFECTS IS ESTIMATISG THE M 
o 

Four different methods were used fcr estimating the original 

uncorrected m : vl) inspection of the observed light curve, (2) 

Pskovskii's estimates by his point k Method, (3) Pskovskii's estimates 

by bis average light curve aethod, and (U) Rust's estiaatcs using 

Pskovskii's point k method. Table A5-1 gives a suaaary of the masher 

of times each of these methods was used in the two lwinosity groups. 

TABLE A5-1 

Summary of the Number of Times iach Metuod of Estimating a was Used 
fcr t>c Two Luminosity Groups 

Method 
Number in More 
luminous Group 

Number in 
Lurinous 

Less 
Group M0 * a(M0) 

Observed light curve £ k -19.65 ± O.65 

Pskovskii's point k 3 2 -19.U2 * 0.76 

Pskovskii's av. light 
curve 2 5 -l8.oJ* * 0.69 

Rust's point k 6 6 -19.72 * 1.31 

Clearly there is no strongly exclusive association of either group 

with any of the methods. Furthermore the average values of M for the 

various methods are very similar except perhaps for Pskovskii's average 

light curve method which is lower because of the 5 to 2 ratio of the 

less luminous group to the more luminous group. This imbalance is 



prctably a mall sample rffcct and certainly i s not the cause of the 

*ap. Thus, i f a bias vis built into the estimates of m , i t mvst nave 

occurred in correction process. 

The ccrrectic«ts for absorption could easily have built in a bias 

i f the correction* applied t - part of the m.f were systematically and 

significantly greater than those applied to the others. 9ut the average 

total correction applied to the sort luminous (roup was A = 

and for the less luainous (roup vas A « ^H * ^ 7 - . The difference, 
Pf 

~:i~, ir less than one fourth the standard deviations. The t-statistic 

fcr testing the significance cf the difference has the value c. = .t ^, 

which even with J- decrees of freedom is not significant at the 7 

level. Clearly the gap vas not caused by systematically correcting 

the aore luminous group acre than the less luminous one, and in fact 

if either group were systematically corrected further to make its 

aagnitudes consistent with the other group, then a bias would be built 

ir. %nd the corrections for that group would be systematically different 

froc these of the ether. It is % coincidence that the 1» to 17 ratio 

of the two luminosity groups is identical to the ratio of the number 

of a correct--' by the observed color excess method to the number for 
o 

which the absorption withir. the parent galaxy was obtained by estimation. 

That it is no more than a coincidence is clearly shown by Table A /-2 

which gives the number of timet each method of correcting for absorption 

was used in each luminosity gjf/up. 



TAS'uE A -2 

Suaaary c. the I&asber of Tines Each Jk-thoi of Estiaating the Absorption 
in the Parent Galaxy vas Used in Each Lminosity Group 

Uuaber in More Itaober in Less 
Method Laainous Croup Luoinous Orcrsp M̂  s - ^ ) 

Observed Color Excess 1 

Est. * 'Elliptical) 1 

Est. rt (Spiral) 

Est. 1* (Spiral) ; 

Clearly there i s no strong association of either group with any cf the 

aetnods. Purthereore the average M for the observed color excels group 

does not differ significantly free the group for vhich the absorption 

correction was obtainec by estimation. 

-1>.J- ± 'SJL 

i * 

-1/ .C3 * l ."2 
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APPEMDIX € 

DISTRIBU11GH OF THE SUFERMVAE II THIS 
STUDf OR THE CELESTIAL SPHERE 

Figure A6-1 is a plot in equatorial coordinates of the positions 

in tbe sky of the % supernovae in the present sauple. The pattern of 

occurrences reflects the areas patrolled in the regular surveys rather 

than real preferences for certain directions. The two different 

luminosity croups are distinguished by open and closed circles. Clearly 

the two groups coexist in the sane parts of the sky. This fact indicates 

that they were not caused by an anisotrop> in the Hubble lav. 
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• MODC LUMINOUS GROUP o LESS LUMINOUS GROUP •0* 

-SO* 

Figure «6-lt Distribution in FquatoriaJ Coor<iin*<wa or th*» Super­
nova*' in This Study. 



APPEHDIX 7 

FSEXUEaCIES OP OCOJRRHTE IS VARIOUS TTFES OF GAIAXTES 

BWtola and Sussi (1-7) suggested that there are twc kinds of 

TJrpe I supernova* associated with Population I and Population II stars. 

Their only evidence was an analysis of tee frequency of occurrence in 

different kinds of galaxies. Using as their sample ^ type I supernovae 

taken froa various l i s t s published by Zwicky (1^3,1-?) and from various 

other sources, they obtained a distribution having two frequency maxima 

v.~rr*s?cn;£rif to ? and tc 3(3}c ea.laz.it~. Although the surernevae in th* 

r."»sent .Ttuiy *»--*v jj^lect-ri :cin? a :ir":>r*r.t criterion, naae.y the avalla-

r'.'.ity c:~ a nc-e cr less ccaple*.* lipht <rirv«, it- i s interesting to eoepare 

tit* frequency iistrib-sticn with t'.s* c*" B*-*cla\~ ani Sussi's sasr-le. Th* 

frequency distribution with that of B e n d s ' s and Sussi's sample. The 

two distributions are shown in Figure -7 -1 , plotted as number of 

occurrences versus Hubble type of the parent galaxy without any cor­

rections for the frequency distribution of galaxies according to type. 

This latter correction would have the effect of enhancing the E-galaxy 

peak and lowering the Sc-galaxy peak. Even so, the correction would 

leave intact the double-peaked structure which is clearly evident in 

both 4i*tributions. 

It i s also interesting to consider the distribution of the two 

luminosity types in the present sample. This i s indicated in the figure 

by the shaded and unshaded areas, and i s given in detail in Table A7-1. 

Supernova 1966n was omitted because the exact type of i t s parent galaxy 

i s not known with certainty though i t i s known to be a spiral. Note 

http://ea.laz.it~
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TABLE A7-1 

•umber of Superncvae in Different Types of Galaxies 

Galaxy More Luminous Group Less Luminous Group Both Groups Together 
Type ft-ber <0 Nunber ' Number -. 

E 2. 11.1 - t 17.1 

SO 1 2 il.3 3 3.c 
Sa 1 :3.5 2 11.5 Z 5.t 
Sb 3 16.7 2 11 .c* -;. 1-.3 

Sc 9 7 -1.2 It 1 ^ T 

Irr 2 11.1 ^ 
J 2 5.7 

that bcth luminosity groups have occurred in all the galaxy types except 

Irr in wliich there were only two occurrences in the entire sample. In 

particular, both luminosity groups occur in elliptical galaxies, a fact 

which rules out an identification of then vdth Populations I and Ti stars. 

There appears to be a slight trend for the more luminous group to occur 

more often in galaxies of later type (Sb, Sc, Irr) and for the less 

luminous group to predominate in earlier types (E, S3, S a ) . The numbers 

in the various tynes are too small to Judge whether this trend is 

statistically significant, but such a tendency would explain the cor­

relation of M with galaxy type shown in Figure A U l and perhaps the 

correlation of M with the absolute magnitude of the parent galaxy 

shown in Figure AU-3. 
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