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ABSTRACT

This thesis is primarily concerned with a *.est of the expansion
hypothesis based on the relaticn 4t = 1+ vr/c)u'int where st . is

the time lapse characterizing some phenomenon in a distant galaxy, Atobs
is the observed time lapse and Vr is the symbolic velocity of recession.
If the red <hift is a Joppler effect, the observed time lapse shculd

be lengthened by the same factor as the wave length of the light. Many
author:s have suggested type 1 supernovae for suclh a test because of thair
great luminosity and the uniformity of their light curves, but apparently
the test has heretofore rever 2ctuall, veen performed. Thirty-six light
curves were gathered from the literature and one (SN1971i) was measured.
All of the light curves were reduced to a common (mpg) photometric system.
The comparison time lapse, Atc, was taken to be the time required for the
brightness to fall from J:5 below peak to 2.5 below peak. The straight
line regression of Atc on Vr gives a correlation coefficient significant
at the 937 level, and ihe simple static Euclidean hypothesis is rejected
at that level. The regression line also deviates from the prediction

of the classi-al expansion hypothegis. Better agreement was obtained
using the chroncgeometric theory of I. E. Segal (1972 Astron. and
Astroptys. 18, 1k3), but the scatter in the present data makes 't
impossii:le to distinguish between these alternate hypotheses at the 95%
confidence level. The question of how many additicnal light curves would

be needed to glve definitive tests is addressed. It is shown that at the

present rate of supernova discoveries, only a few more years would be
required to obtain the necessary data if light curves are systematically

measured for the more distant supernovae.

1
i
!



N R T ISR A ETEIRON SN T S A hins

xiv

Pezk absolute magnitudes "o were calculated and a plot of Mo agrinst
Atc gave tvwo vell separated bands with a high degree of correlation
(significant at the 99.5% level) within each band. These bands almost
surely represent two distinct populations of Type I supernova>, each
having a characteristic linear relation between the rate of decline in
brightness, Atc, and the maximum luminusity "o' The slop»s of these
relations are not sensitive to erro-~s in estimating the "o so if an
independent method is used to recalibrate the zero points, then they can
be used for estimating extragalactic distances by a method analagous to
the use of Cepheid variable perjiod-luminosity relations. Also they can
br: combined with the corresponding relations between log (Vr) and peak
apparent magnitude m, to obtain a2 new method for estimating the Hubble
constant H, assuming that the velocity distance law is truly linear.
Supernovae are ideal candidateg for testing the linearity of that relation
because they are point sources ani hence do not require aperture cor-
rections. The regression of m_ on log (Vr) for the present sample gave a
slope intermediate between the predictions of a linear and a quadratic
relation. Both of those predictions are rejected at the 7% level, but
the present sample is dominated by relatively nearby galaxies. The Mo -
Atc relations were recalibrated using six supernovae in the Virgo cluster
together with de Vaucouleurs' [IAU Symposium No. Ll (1372) 353-366] best
estimate of its distance modulus. These relations were used to construct
a velocity-distance plot for the supernovae with distances less than 50 M
The resulting plot gave extremely good agreement with the quadratic ‘
relation found by de Vaucouleurs for nearby groups and clusters. Combin#ng
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the recalibrated “o - At.c relations with the best fitting linee “locity

distance relations for the entire semple gave H = ’)2/ulsec/llpc for the

Hubble constant.



CHAPTER 1
INTRODUCTION

The aim of this thesis is to put the expanding universe hypcthesis
to an cbservaticmal test. The test, vhich is based on superncva light
curves, has been suggested many times, but, tc the suthcr's knowledge,
bas n=ver actually been spplied.

Pev cf the hypotheses of modern science enjoy an acceptance sc
universal as that of the expanding universe. The evidence supporting
this hypcthesis is campelling but it is all of one kind - mamely,
measurements of the red shifts of lines in the spectra of distant
galaxies. Thegse measurements and their interpretation as Doppler
velocity effects canstitute the only observatioral evidence directly
supporting the hypothesis. In spite of this the ides is widely accepred,
perhaps in part because of other considerstions. These other considera-
tions include: (1) the expansion hypothesis has not led tc any obvious
contradictions with other cosmological data; (2) no ome has been able
to find a better or more attractive interpretation of the red-shift
messurements; and (3) ar expanding universe resclves many of the
theoretical difficulties and parsdoxes which plagued 19th century
cosmologists.

Most of the cosmological thought of the last century was domimated
by the viewv that the universe is {ari-i‘s, Tyc:idean, niform, static
and governed by the Newtonian gravitatiomsl theory. Ome of the severe

problems generuted by this world-viev vas Olbers’ peradox, wvhich poimted
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cut tnat the sky in such = worid shoula be everywhere as brignt as the
disk cf the sun. Mcrecver, in such a universe the gravitaticml poten-
tial at any pcint becomes infinite. Oharlier's hierarchic model was

an attempt tc avcid these difficulties. Other attempts to desl with the
Zravitaticm] orcblem ccnsisted in the ad hoc addition to Poisson's
equation of =modifying factors whick had very little effect over smll
dista_ces but which cver large distances produced repulsions stromger
than the gravitational forces. It was not until the eerly twentieth
century thati cosmclogists realized thsat these problems could be avoided
acre etsily by drcpping the assumption that. the universe is static.

In 1917 de Sitter introduced a cosmoclogy which, although it wes

besed cn 2 static metric, was on the verge of being a non-static model,

It predicted a systematic lcwering of the frequency of light from dis-

IO i i

tant sources, the so-called "de Sitter effect,” which ws attributed

tc a slowing down of time at large distances from the observer, In

R e S R TN CTPPARTANG

1922 lLenczos and Friedmann introduced cosmclogies with actual time-
deperdent metrics. It is this work - especially that of Priedmann -
that is often cited by present-day theoreticians to support the claim ;
that the expension was predicted theoretically before it was actually
observed, Actually, these zlaims are not completely justified for,
although Friedmann’s model did have g8 variable radius, Friedmann him-
self did not relate his results to the extragalactic red-shift mcasure-
ments which were known at the time, FPurthermore his work was not given
much attention by other theoreticians until almost ten years later when

the systematic red-snift effect was well egtablished by observations.
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The first successful measurement cf a spectrsl shift of snother
gelaxy was made in 1912 by Slipher, who cbtainc? a radial velocity for
01 vhese spectrum is blue-shifted. By 1925 same 45 suck rsdial weloci-
ties had been measured, almcst all by Slipher. After only a few such
measurements had been made, cbservers began tc try tc use them in order
to derive the solar moticn relative to the extragalactic nebulae, In
1918 Wirtz pointed ocut that the measured nebular velocities could not
be explained without allowing for a systematic velocity effect in addi-
tion to the solar velocity, He proposed the addition of the "K-term"
vhich wes taken to be a constant velocity that mist be s:btracted
from the nebular velocities before the sclar motion is evaluated., The
most astunishing thing about the "K-term" was its value - epprcximately
800 km/sec. In 1922 Wirtz suggested that the "K-term" might represent
a8 sy:tematic recession cf the other ganlaxies from ocurs and further that
the "K-term” might not be constant but rather a functicn of distance,

He actually found a rough ccrrelation between increasing red shifts end
decreasing angular diameters of the galaxies., The latter quantity was
the only available nebular distance indicator at that time, This vork

of Wirtz, like that of Friedmann, was for the most part overlooked by

the then practicing theorists, some of whom were at the gawme time working
on the "de Sitter effect” without meking a comnnection between the spece
tral shifts and the kinematics of the source gplaxies, Eddington was

one of the first theorists to speak of radial velocities of the galaxies
and of the expansion of the universs., In his book, The Mathematical
Theory of Relativity, published in 1922, he acknowledged the assistance
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cf Slipher, wao had provided for him a complete list cf the “redial
velocities™ that had been measured up tc that time.

Part of the reason that the Doppler-welocity hypcthesis was some-
vimt slov in gaining general acceptance, in spite cf the significant
mmber of measured red shifts, was that it was nct yet definitely estadb-
lished that the cther galaxies lay ocutside the Milky Way. This latter
feat wvas accomplished in 1924 by HBubble, who determined the distance to
JO1 by Cepheid variable measurements. He also messured distances tc
other pearby galexies, out to sbout 10,000,000 light years, using
Cepheids and supergiant stars as distance indicators. By 1929 Lc kmew
tne reiative distances to i3 gaiaxies and to the Virgo cluster. Using th2se
distances together with Slipher's radial velocity measurements, he ws
able to obtain his farocus linear “velocity-distance relation®, which
can be written

v, =Hr, (1-1)

vhere V_ is radial. velocity, r is distance, and H is the Hubble con-
steit. According tc Forth (1), Hubble was noct acquainted with the work
of Friedmsnn, but he did believe that his relation might represent the
de Sitter effect,

The wvalue initialiy obtained by Hubble for the recession constant
H was 500 im/sec per Mpc, Between 1978 and 1936 Hummson extendel the
vork of Slipher and Hubble, Using the Mount Wilson 100-inch reflector,
le wvas able to seasure ra.ial welccities as high as 42,000 km/sec,
During the 1930's there vere seversl smll revisions of the work on

Cepheid wvarisble light curves, leading to a nev estimate of 550 lom/sec

-%
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per Mpc Zcr the welue of H, but 20 reslly significent change ws pro-
pcsed until 1952, vhen Basde demcanstrated tne existence cof twc different
populations of the Capheids. He was able tc show thet & Type I Cepheid
vas abaut 1.5 mgnitudes brighter than a Type 11 Cepheid with the same
period. Since the Cepheids that had been cbserved in other galaxies
wvere Type I, vhereas the ones in the Kilky Way vhich had been used to
calibrate the distance scale were Type II, it fcollowed that sxtragalac-
tic distances had been systematically underestimated. When these comn-
siderations vere taken into account, the estimste of H was revised
downwvard to 180 km/sec por Mpc. More recent estimates of H give velues
between 53 and 115 km/sec per Mpe vwith the most often gucted valus
being 100 km/sec per Mpc. This latter value is the one that will be
adopted for use in this thesis.

Although Hubble's work convinced most astronomers that the universe
is expanding, there were a fev who felt that the systemstic red-shift
effect 1s ca.sed not by systematic neb:lar recessio.s b:t rather by &
progressive reddening of the light vhile it is traveiing {rom tae soirce
to the observer. Zvicky proposed a gravitatiomal amlogue of the Compton
effect in vhich the photons transfer momentum and energy to any gravi-
tating mtter wvhich they encounter on their journeys. Although Zwicky's
idea found some observatiomal support, the evidence was not compelling
enough to convince many other astronomers, Other suggested altermatives
included a proposal by J. Q. Stewart that light quanta become fatigued
during their jouwrneys, and a proposal by P. I, Wold that the red shifts
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are ca.sed by a xecilar caange in the weiocity o light us & T .netion
of time. Beither of the proposals sttructed 2 significant foliowing im
the sstronomical commamnity.

One property that Doppler red shifts must pcssess is a ccastapcy cf
toe relative shift 2%/ for all wlues cf . M-V ttie (2) nes described
measurements by Minkcwski snd Wilsom (3, 4{) on the spectra of the gal-
axies Cygnus A and BGC 4151 vhich revesl]l nc signi’icant wveriation in
the value of 41 /A between the viclet and red ends of the visual spectrs.
These asasurements established the comstancy of ii/x over the wawelength
renge of 300 to 6600 Angstroms. Even mcre ccnvincing evidence for the
constancy of 2A/) comes from the 21-cm radial velocities measured by
redic astronomers. The first successful 2l-cm measurements of exterml
galaxies vere accomplished in 1954 by Verr, Hindman, and Robinson (5),
who observed the Magellsnic Clowds, and in 1956 by van de Hulst, Reimond,
and van VWoerden (6), who obtained a central radial velocity and a rota-
tion curve for 1. Since that time, 2l-ca velocities have been mess-
ured for sbout 130 galaxies ranging between -343 km/sec and +2620 km/sec.
These measurements indicate that the optical ard rsdio measurements of
4L /A agree to within one percent. For the few cases where there vere
significant discrepsncies, the optical velocities were recently re-
measured by Pord, Rubin, and Roberts (7), vith the result that the new
optical values give much better agreement vith the radio measucements
than do the old ones. ~

The agreement between the optical and radio measurements estabd-

lishes a constancy of the relative red shifts over a wavelength ratio
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¢z i. Althoug: tuis constancy of _F ~ i {~pressive, It
shauid be regaried as evidence Tor the Diprier hypothesis only in the
serse trat It dses nit contredict the hypocthesis. It s possibie &
cinstruct sodeis 3y other red-shifting wechacis=s whizn 2isc dispiay
trig sawe constanty. Ore such =mcdel, whicn is atuributed t- Sister,
hes recertly beer described by 4. C. Arp (3). It involves the for-
ward scatiering cf the pnctons fro= the scurce by relativisiic electrors
mcving Iin essentiailiy the same direztizn. Anctner o:odel involving
irelastic photen intermcticons has recertiy beern proposed by Pecier,

et al. (41). This =cdel ras the advintage that it can apperently o=
tested faliriy r-adiiy in the iabcratory. Other models wiiich sttribute
“he red shift to the space-time geometry ¢ the universe are discussed
in Chapter 1 of this thesis.

Chapters 2 and 2 review a few of the recent observaticrs which seex
to suggest that at least part of the extragalactic red shifts may be
caused by some effect otner than receszsiorai velocity. These chapters
make rno attempt to give an exhaustive review of the very considerable
work ir: this area. Ther are meant to sugeest that the gques:ion of the
nature of the red shift is still an oper o:.¢ a.4 %o .nderscore tae
need for an independernt test of the expansion hypothnesis.

Chapter .. gives a brief descriptior of the test that is performed
in this thesis. Thisc test secks a correlation between the rate of fall
of the light curves of Type I supernovae and the symbolic velocities
of recession of their parent galaxies. Type I supernovae are the ideal
candidates for this kind of test because of their great luminosity ard

the uniformity of their light curves.
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Chapter S5 describes the cbservational data used for the test.
These data include 37 light curves, one of which wvas mesasured by the
present author sad his colleagues et Prairie Observatory. The other -
light curves vere gathered from the literature.

Chapter 6 describes the reduction of the light curves to a common
photometric system {the internmational -" gystem) and the estimation of
the peak brightness and date of pesk brightness for escn curve. It wes
necessary to reduce all of the curves to a common system because tke
rate of decline in brightness may be different in different systems.

The parameters of the brightness pesk were needed for msking meny of the
photametric conversions and for fitting a model to the observed light
curves.

Chepter 7 describes the model that wvas fitted to the light curves
and the fitting procedure. It alto describes the choice of the comperison
parameter used for the test. 7The model and the comperison perameter were .
chosen to give a consistent measure of the rate of decline of the light
curves even for fragmentary light curves. The model that was chosen was
the light-echo model of Morrison and Sartori, and the fitting procedure
was non-linsar least squares.

Chapter 3 gives the results of the fits. The intrinsic distribution
of the comparison prrameter was estimated using only the 21 supernovae
in the study with measured symbolic velocities less than 2000 km/sec.

The average value for this subsemple was used to estimate the prediction
of the expansion hypothesix for the slope of the reletion between the
comparison parameter and :he symbolic velocity of recession. The
regression of comparison parameter on velocity of recession was performed
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using the entire susple, and in spite of the wide scatter in the dats,

the correlation was found to be significant at the 93< level. The slope
of the regression line was more than [ive times gres:er than tha“ prelic’el
by the expansion hypothesis. Extensive tests were performsd tc determine
vhether this larger than expected slope could have resulted from systematic
errors in the dats reduction eand fitting procedures. No systematic errors
were found.

Chapter 9 is concerned vith estimating the sbsolute magnitudes of
the supernovae ir this sample. Althoug') these estimates are interesting
in themselves, the main reason for computing them was to check for
l'minosity selection effects in the sample. No selection effects were
detected, but an apparent division of the sample into two distinct
luminosity subgroups was found. The discussion of these subgroups was
deferred to Chapter 1l.

Chapter 10 reviews some of the theories that have been proposed as
alternatives to the expansion hypothesis and compares the observed
relation between the comparison parameter snd the symbolir velocity of
recession with the relations predicted by the various theories. Most
of the theories predict the same relation as either the classical
expansion or the static Euclidean hypothesis. One of the theories that
was reviewed is the covariant chronogeometry proposed recently by the
mathematician I. E. Segal. The dciivation that is given for the pre-
dicted relation is based on the pr;lent author's interpretation of the
theory. That prediction gives mucﬂ better agreement with the obgerved
regression line than does the prediction of the expansion hypothesis,

but the scaiter in the data is too great to reject the evpansion hypothesis
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or the static Euclidean hypothesis at the traditionally accepted 95"
level of significance (the former was rejected at the 91" and the

latter at the 9% level). Since seven of the supernovae in the study did
not have measured red shifts, it was necessary to calculate estimates

for their symbolic velocities. These estimates depend on the value
adopted for the Hubble constant. Therefore, a sensitivity study was
performed in order to determine the effect of changes in the adopted
value on the regression line obteined from the observed data. The results
of this study, which are reported at the end of Chapter 10, indicate

that reasonable changes in the Hubble constant do rot produce very large
changes in the regressior line, whic: agrees best with Segal's theory

in all cases.

Chapter 11 returns to the question of the two distiuct luminosity
groups in the sample. These groups, whicn were first noted in Chapter 9,
appear as two well separated bands in the graph of the relation between
the comparison parsmeter (rate of fall of the light curve) and the
estimated peak absolute magnitude. In each of the bands, the correlation
between these two parameters is significant at a level exceeding 99.5%.
Extensive tests were performed in order to determine whether or not this
division resulted from systematic errors ir the estimates of the peak
apperent or peak absolute magnitudes. No systematic effects were found,
so it was concluded that the two groups probably do represent two distinct
populations of type I supernovae. The chapter erds with a comparison
of these two groups with previous schemes that have been proposed for

dividing the parent population into subpopulations.
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Chapter 12 discusses further refircuents and future prospects for
the comparison parameter-symbolic velocity test which take the two
luminosity populations into acchunt. It is necessary to consiaer the
effect of the two group: because they nct only have different average
luminosities but also different average values of the comparison parameter.
Since the slopes of the relations between these quantities are so similer
for the two groups, it was poscible to reconcile the tws so that
together they simulated a single sample with less scatter in the comperison
parameter than the unreconciled sample. The regression of comparison
parameter or symbolic velocity gave results very similar to those
obtained from the unreconciled sample, with Segal's theory giving the
test agreement with the regression line. The scatter in the reconciled
sampie was used to estimate the number of additional light curves that
must be cbtained for various limiting symbolic velocities in order to
discriminate at the 957 level of significance among the various alternative
theories.

Chapter 13 discusses the red shift-apparent magnitude relation
acfined by the supernovae in the present sample. The slope of this
relation is a very important parameter hecause its value determines the
form of the velocity-distance relation. (bservations of galaxies cannot
be usea to give an independent estimate of this parameter because the
necegsary aperture corrections require an assumption about the form of
the relation. Supernovae are the ideal candidates for this analysis
because they are extremely bright point sources with reasonably small
gscetter in intrinsic luminosities. Previous studies using supernovae

have agsumed that the Hubble law is valid and held the slope fixed during
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the regression. In the present study, the pesk apperent magnitude was
regressed on log(vr) with both the siope and the intercept free to vary.
The slope of the resulting regression line was less than the value
predictad by a linear velocity-distance relation bui grester than the
value predicted by a quadratic one. Both of these possibilities were
rejected at significance levels greater than 95%. The results are
qualitatively the same if the two luminosity groups are analyzed
separately, but the sample is dominated by low red-shift objects.
Therefore, the results may be more indicative of a local anomaly in the
relation than of a true rejection of the linear Hubble law (or of the
quadratic law). If the linear law is accepted, then the regressions for
the two separate luminosity groups can be cambined with the two corres-
ponding regression relations between the comparison parameter and the
absolute magnitude to give a new method for estimating the Hubble
constant. This method is described in the last part of Chapter 13.

When the method was applied to the present sample, the resulting estimate
was H = 92 km/sec/Mpc.

Chapter 1k describes a new method for estimating distances to super-
novae using the relations between the comparison parameter and the peak
abgolute magnitude in a manner analogous to the use of Cepheid variable
period-luminosity relations for estimating distances. It was shown in
Chapter 135 that the errors in estimating the absolute magnitudes did not
produce an error in the slope of the relation between comparison parameter
and absolute magnitude, and any zero-point error that might have been
introduced was hopefully removed by recalibrating the intercept using

the six supernovae which occurred in the Virgo cluster. It is this
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recalibrated relation that should be used for distance estimation. The
method vas applied to the suwpernovae in the sample vhose distances are
less than 30 Mpc, and the resulting distance estimates were used to
construct a graph of the local velocity-distance relation. This plot
vas compared to the one given recently by de Vancouleurs which was
based on average distances to nearby clusters. The agreement between
the two wes extremely good, with the supernova data adding confirmatory
evidence to de Vaucouleurs’ hypothesis that the local velocity-distance
relation is quadratic rather than linesar.

Chepter 15 gives a brief summary of the results obtained in the
chapters that precede it.




SHAPIFR 2
QUASARS AND THE FOSSIBILITY OF NON-DOPPLER RED SHIPTS

After the werk cf Hubble became gerersily unswp in the astr.uosicsl
ccrmunity, the possibility that -xtrsgrimcti: r=d shifes could be due 3
sams csuse other than the Doppler effect wesd scercely cver oniidered
urtil the discovery zf quasi-stellier cblects in the early "#3's, The
first QSO red shift was =measured Iin 1763 by Scrmidt (il). 3Since then
more than 200 QSO red shifts have been measured. Most of these red
shifvs arc extremely large in comparison tc the red shifts >f galexies.
Although som= astronomers, prcbadbly the majority cf them, sccepted »
Doppler interpretastion of these red saifts, a significant nunber sougn®
2 non-Doppler expianation. In particular, e number of them wcrked :n
the mechanism of gravitational red shift until it wvas shcun t< be an
untenable hypothesis for a number of reasons. Not the least of these
reasons vas that the densities required tc produce the red shifts would
preclude the appearance in the spectra of certain emission lines that
are actually cbserved.

The Doppler schocl wes at first divided into twc branches - one
that held that the QSO's are actually at the cosmological distances
indicated by combinine their measured red shifts with a Hubble-type
velocity distance relationship and one that held that the QS0's were
local objects which had relativistic velocities because they originated
in tremerdous explosions in our own and/or other nearby galaxies. The

local origin theory was hard pressed to explain the sbsence of blue-
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shifted quasars erd was virtuslly compietely abandoned after the failure
by Jeffreys (11) and by Luyten and Smith (i2) to find any significsnt
proper =otices f£or quasars.

The c:smclzgicai-Doppler partisens sccon ran into difficuities aisc.
One =f the first things they attemptcd tc do, as soon as encugh data
becarme aveiisble, wvaa t- use the QSO's tc extend the Hubble relatiomship.
Howewer, 1ip 1966, Hoyle and Burbidge (13) demonstrated that there is al-
=xcst nc correlaticn between the apparent magnitudes and red shifts of the
350°'s end that wvhat little ccrrelaticn exists 1s 1ost in a sScatter that
is nearly as large as the span of the relation.. Even wcrse scatter vas
fcund ir the relaticn between red shift and redio flux density measure-
ments. This scatter wvas genereally interpreted as evidence that QSO's
have widely varying optical and radic luminosities, a circumstance which
dces not contradict their being at cosmclcgical distances, but which
dces repder ther unsuitable for extending the Hubble relationship. But
Hoyle and Burbider also plctted a icg NW-log S relaticnship for the 38
QS0's which, at that time, had known red shifts. The result was a
straight=1ine relationsnip with a slcpe very close to -1.5, which corres-
ponds tc Euclidesn space. When these same QSO's were plotted as a rela-
tion between red shift and radio apparent magnitude, tne result was a
complete scatter diagram. This meens that if one assumes the usual
distance-vclume interpretation of the log K-log S reletion, then it is
necessary to conclude that the QSO red shifts have nothiug to du with
th:ir distances. Conversely. if the red shifts are assumed to be cos-
mclcgical distance indicators, them it is necessary to abandon the

geometrical interpretation of the log N-log S relation,
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Ancther difficulty vith the ccsaclogical hypotnesis is the apparent
1ack of correlaticn between the lccaticns cn the celestial sphere of
qS0°'s with lcw red shifts and the lccaticn of clusters of galaxies vith
the same red shifts. According tc Arp (8), nome cf the nine QSO's kmcwm
in 1969 tc have red shifts z < 0.2 fell in cne cf the 2712 clusters
listed in Abell’s catelcgue (14) cf the richest clusters ccmtaining gml-
axies brighter than a Jimiting magnitude ccrrespending tc z = 0,2, Im
fact, a study by Bahcall (15) shcwed that even if the Abell cluster di-
ameters are doubled, the resulting regions on the celestial sphere do nct
contair any of the 9 QSO's with z $ 0.2. Since well over 5) percent of all
grlaxies are known to lie in clusters, it is very difficult to explain
vhy QS0's should systematically avcid these basic mass ccncentrations if
they are truly at the distances indicated by their red shifts. This ob-
Jection to a cosmological distance scale for QSO's loses some of its
force, perhaps, when a recent aisccvery by Gunn (16) is taken into account,
Gunn has found that the QSO PXS 2251+11, which has a red shift z = 0,323,
is superposed on a small cluster of grlaxies, One of the gnlaxies has a
measured red shift of 2 = 0.33, The red shifts of bcth the QSO and the
@lexy as well as that of another galaiy in the cluster have recently
been remeasured by Robinson and Wampler (17). These measurements, made
wvith greater resclution, confirmed Gunn's earlier conclusions about the
agreement of the red shifts,

Although it seems fairly certain that Gunn has indeed found a QSO
superposed on a cluster of galaxies with the same red shift, this one

cage does not definitely establish that QSO red shifts are cosmological,
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Tr-re remains <oe possibility that PKS 2251+11 is a relatively nearty
sblect between us and the cluster. This questicn wculd be immediately
r-sclved if cther 3SO-cluster ccoincidences are disccvered. Two previous
sust "dig-~cweries™ nave recently been shcwm tc invclive objects that were
rnct reelly (SO's (if). Thus after s:veral years cf wcrk cn the prcblem,
orly one such ce’ncidence nas been found.,

Recent cbhservations, on the cther hand, scem to indicate that at
least some of the QS0's are associated vith nearby galaxies. The gal-

axy NGC 520, which is gelaxy number 157 in Arp’s Atlas of Peculisr

Galaxies (19), is a very bright and very disrupted galaxy vhich has been
snomm (20, 21) tc have iines of radic scurces emanating from it. Pour
-f these redic socurces are 450's which fz21] along a straight line that
terminetes con the gelaxy (8). The tctal angular extent cf the system is
about 3 degrees. The red shifts of the four QSO's are z = 0,67, 0.72,
0.77, and 2.11, The red shift of the gelaxy is z = 0.007. The radio
properties of the QSO's vary in a systematic way along the lin~. Flux
densities decrease and spectral indices flatten with increasing distance
from the gelaxy. It seems rather unlikely that such a configuraticn
could cccur as a r=sult of chance projection effects,

At the present time two QS0O's have been observed to be connected
to gnlaxies wirtn differing red shifts by luminous fllaments., The first
to be chserved was the QSO Markarian 205, which has a red shift of 0,070
and hes been shown by Arp (22) to be comnected by a luminous tube (faintiy
visible in Ha) tc the galaxy NGC 4319, whose red shift i{s 0.006. The

second QS0 shown to be connected to a nearby galaxy was discovered by
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Burbidge, et al. (23) cn the Natiomal Geogrephic Scciety - Pulomar Observe-
tory Sky Survey prints. The radio quie: QS0 PHL 1226. waich has red

shift z = 0.404, is shown on the Sky Survey prints to be connected by

a luminous bridge tc the Sb galaxy IC 146, which has red shift z =

0.326. The bridge is clearer on the red print than om the blue, A

later plate taken by Arp with the 20C0-inch Hale telescope on 103a-J
emulsion does not reveal the bridge but does show a nomstellar compact
object exactly between the QSO and the galaxy. This compact cbject is

not visible on the Sky Survey prints.

Burbidge, et al. (23) also made a statistical comparison of the dis-
tribution of the 47 known QSO's in the 3C and 3CR catalogues with the
galaxies in the Reference Catalogue of Bright Galaries., They found four
QSO's much closer to bright galaxies than would be expected if the 47
were distributed randomly on the celestial sphere. The four galaxy QSO

pairs are listed in Table 2-1.

Table 2-1

QS0O's With Small Angular Separations Prom Bright Galaxies

Qso Galaxy Separation z (QSO0) z (Galaxy)
3C 232 NGC 3067 1'.9 0.534 0.0050
3C 268.4 KGC 4138 2'.9 1.400 0.0036
3C 275.1 KGC 4651 3.5 0.557 0. 0025
3c -09.1 NGC 5832 6'.2 0.904 0.0020
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In each case the red shift of the (SO is very much larger than that of
the galaxy. Burbidge, et al. estimeted the probebility of 4 such clcse
pairings cccurring by chance tc be less then O,005.

The evidence for close associations between QSO's and nearby galaxies
is further strengthepmed by the recent discovery by Arp, et al. (24) that
the radic source 3C 455 is a QSO which is situated 23" northeast of the
@laxy BGC %13. The r:iio source had crigimelly been 1dentified witn
the galaxy, but more accurste measurements of its radic position by
R. L. Adgie revealed that the source was actually associated with the faint
(I;:= 19) blue stellar object northeast of the galaxy. Optical studies
by Arp, et al. revealed the object to be a QSO with red shift z = 0.543,
The red shift of the galaxy was measured tco be z = 0.03321.

As more associations between QS0°'s of high red shift and nearby
grlaxies are disccovered, it becomes more nearly certain that at least
scme of the (SO's are relatively locsl objects. Purthemmore, since none
cf thex have been cbserved tc have blue shifts, it becomes more spparent
that at least part cf the red shifts are due to something other than

velocity effects.
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CHAPTER 3
GALAXTES WITE RED-SHIFT ANOMALIES

Althcugh most galaxies that have bee: chserved appesr tc cbey the

i b

Hubble law, there are s few excepticns vhich seem to have discrepant

red skifts. One such example is the galaxy IC 3483, which is a wember

of a triple sys-em composed of IC 3481, an anuiymous galaxy (whic: saall i
be called Anon. in tne following tex:), and IC 3483. A detatfled descrip- :
tion of this system has been given by Zwicky (25). The radial wvelocities
deduced from the measured red shifts of the three galaxies are:

v, (Ic 3481) = 7304 tm/sec, V_ (Anon.) = 7270 im/sec, and V  (IC 3.81) =
103 im/sec. The three are connected in a chain by two faintly luminous
bridges vhich are spparently composed of stars ratzer than fluorescent
gases. The presence of these bridges rules out the possibility that

IC 3483 is a nearby foregrouni galaxy which projects into the chain by
chance. If all three red shifts are pure welocity shifts, then the
velocity of IC 3483 relative to the other is much larger than the typical
velocity dispersion ocbserved in large clusters (~ 200 im/sec).

Ancther example of & chain of galaxies in which cne member has a
discrepant red shift is the chain W 172, which has been described by
Sargent (26), Pour of the galaxies in this chain of five have red shifts
corresponding to velocities of sbout 16,000 km/sec, but the fifth has
an apparent velocity of 36,880 km/sec. Sergent gave statistical srgu-
wments to counter the possibility that the discrepsnt galaxy is really a

background galaxy vhich projects into the chain by chance. He ccncluded
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that the prcbebility cf such an cccurrence is cmly abcut 1 im 5000. If
the grlaxy is at the same distance as the cthers, amd if all the red
shifts are strictly welccity effects, then tic time-scsle for the dis-
crepant galaxy tc cross the system is -~ 3:106 years and its kinetic
energy is 1060 - 10& ergs. -
Another group vith a discrepant mechber is Stephan’s Quintet, which
has recently been investigated by Burbidge and Burbidge (27). This fs =
greup of disturbed galexfies containing the spiral NGC 7320, which has a
red shift welocity cf +107) km/sec. The cther fcour members cf the group
have an avernage welocity of +6695. Burbidge and Burbidge argued statis-
tically that the prcbebility that NGC 7320 is a fecregreund galaxy pro-
Jecting in%c the group is l:ss than 1 in 100C. Purthemmcre, they wre
able to cbtain an estimmte of its mass from its rctation curve, They
concluded from this estimste that if it is a fcreground galaxy at the
indicated red-shift distance, then it is extremely dwarfish and denser
by about two orders cf megnitude than ncrmel spiral galaxies. If KGC
7320 is really s member of the group, ard if ‘ts red shift is a true
velcocity indicator, then it is in a state of explosive expsnsion cut of
the syste= toward us. Burbidge and Burbidge calculate that the kinetic
energy involved would be - 7 x 1061 ergs.
Th= three examples that have just been given involve grouvs in
which all of the ganlaxies ar= more or less the same size. Recent work
by H. C. Arp on galaxies vwith smaller companion galexies hags raised the
possibility that such companions sometimes have excess red shifts. One

example is the disturbed spiral galaxy MGC 772 which, according to Arp (28),
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has seversl smaller ~cmpanicns ccrnected to I% by iumincus filamernts,

From the seven cbserved companions, Arp picced the tnree brigitest for
spectral cbservaticns. Fcllowing his nctation the three will be call-=d
{ir crder cf brightrness) G 1, 32, and G 3. A suv—ary of nis red-snift

measurements is giver ir the folizwving table.

Tabie 3-1

Red Shifts f the Galaxies Apparently Assccliated wich [I3C 77z

Galaxy Red Skifz (2= ‘sec
KGO 772 2,437

G1l 2,454

G2 22,17

G 3 19,483

Arp argued inccenclusively cn the basis of the Hubblie red shif+e -
aprarent magnitude reiationship and the cbserved properties of G 2 and
3 > that they cculd nct be background galaxies, His direct photcerzphic
eviden~e was, however, mcre conclusive. ke cbserved that G 2 is on the
end of a dcudbl~ spiral arm from NGC 772 and that G 3 is on a lumincus
protuberance of an isophete of KGC 772.

Ancther example of a galaxy with an excess red shift companicn is
NGC 7603, which has recently been studied by Arp (27). It has a red-
shift velceity of 8,800 km/sec while the companion, which is connected

to it by a luminous filament, has a velceity of 16,900 km/s=c. Actunlly,

there are two filaments conngcting the galaxies, on: of them being »
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spiral arm cf NGC 7603 and the cther cutside the spiral arm, curving
more sharply inic the compenicn. NGC 7603 is very disturbsd and the
companion is peculier, having a core cf high surface brightness and a
helo of lcw surface brightness. The halc has a slightly defcrmed bright
rim at the peint where the sgiral arm enters it. Thus there is virtually -
nc dcubi that the twe gnlaxies are at the same distance and are inter-
acting with cach other.
In all of the examples given sc far, the discrepant red shifts
might be explained by an explcsive expensicn of the discrepant member
cr members cut cf the grcup. This is a very attractive pcssibility feor
Stephen’s Quintet, in which the fcur ncn-discrepant members appear tc
be very disturbed. The chain VV 172, on the cther hand, dces nct appear
tc be disturbed, and the galaxies in the triplet IC 3481, Ancn., IC 3483
are connected by lumincus bridges cf spparently stellar matter, PFurther-
mcre, the energies demanded by such explcsive events are extremely high,
although porhaps not unreascnable for cbjects as big as galaxies. The
times required for the diccrepant .ieribers tc cress their respective
groups ar< cof the crder of 106 years, sc that such explcsions woulil
have tc be fairly frequent events if many groups arz tco be observed
with the discrepant member still in the group. Also, it seems reascnable
to expect that the starc in such a discrepant member should all be young,
having formed after the explosion,
Both of the galaxies NGC 772 and NGC 7603 are highly disturbed sc
that 1t 18 tempting to interpret the excess red shifts of the smaller

companions as a true velocity effect with the higher velocities of the



ccmpanions being attributed tc their being explcsively ejected frcm the
larger galaxy. Probebly the mcst effective argument against this inter-
pretation is the cne given by Arp (29) in ccnnecticn with RGC 7603 and
its companiou. According tc Arp, if the red shift difference is in-
dicative cf 2 true velccity difference, then the two galaxies are
separating tco fast for gravitational interaction tc have formed a
connecting bridge between them, Thus he is led tc the ccnclusion that
at least part cf the red shift difference is caused by scme non-velccity
effect.

Ancther reascn for discarding the di “ferentisl velocity intergieta-
ticn fcr diccrepant red shifts of compenion galaxies is that mcst of
the discrepancies are excess red shifts and only a few excess blue shifts
are observed. Taus, unless cne is willing to accept the proposition
thet parent galaxies preferentielly eject their compenicne ir directions
svey from us, ore is forced to admit a non-velocity compwment of the
r=d shifts of the companions. Cf course the examples given so far,
namely NGC 772 with its two companions of excess red shift and NGC 7603
with its companion, do not constitute a very large sample, but a study
involving a larger sample has recently been made by Arp (30). He picked
for the study three groups of galaxies in which one galaxy is unquestion-
ably the dominant member and in which the others are unquestionably
companions., Thege groups were M 31 end i.s four compenions, M 81 and
its five companions, end NGC 5128 end its four compenions. Of the 13
companions he found that 11 had higher red shifts than the primary, He

took the measured red shifts from the de Vaucouleurs Reference Catalogg
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2f Bright Galaxies sc that mcst cf them were the mcars cf twe cr mcre
cptical determinaticns which uvsually did nct differ by mcre than 20
kn/sec. Pive cf them had radic determinaticns which agreed tc abcut the
same accuracy. Tc¢ the abcve described sample, he alsc added six spiral
galaxies which have companicns cn the ends cf spiral arms. Of this
total sample of i9 companicns he found that 16 had excess red shifts
arnd only three had excess blue shifts., The distributicn of the residual
red shifts, z (ccmpanion) - z (dcminant), shows a proncunced asymmetry
toward pesitive values and is strcngly peaked at about 75 km/sec, Ten
of the companions in :he sample have residual red shifts in the range
50 - 100 km/sec, and five mcre cf them have even greater residual red
shifts.

Accerding to Arp, his sample cof 19 companicns zcnteins essentizlly
all the small ccmpanicns with kncwn red shifis and known with certainty
to belong tc a group cbvicusly dominated by a larger galaxy., He has
been critfcized in his choice of sample by B. M. Lewis (31). Lewir
maintained that a better sample iIs obtained by including groups regard-
less of whether the - have obviously dominant members, as long as a
working rule ror choosing a dominant member is consistently followed.
Using such a sample ccntaining 186 galaxies, he cbtained a residual red
shift distribution containing 103 excess red shifts and 83 biue shifts
and with & mean of about +40-50 km/sec. He claimed, however, that this
slight asymmetry towesrd excess red shifts is not significant and is
probably the result of observational errors, one of theu being the

mistaken {dentification of foreground galexies as dominant members of
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faster mcving greups in the background. He alsc studied the residuai
red shifts of galaxies which are members of pairs. Fcr his samgple ne
chese the pairs from two studies by Page (42, 43) and fcund nc signifi-

cant ssymmetry in the residual red shifts.

Arp's reply (32) to Lewis' criticism was short and direct. He

argued that Lewis' rule for picking the dominant members of groups was

very speculative and that the data for Page's pairs were camgpletely
inapplicable since they were originally chosen to be more cor less equal
pairs. He pointed cut that Lewis did find an asymmetry, even using
questionable data, ancd then tried tc explain it away by the very prcjec-
tion effect that he (Arp) had sought to avoid by limiting his sample

tc groups whcse memberships were certain. Arp's final assessment of
Lewis' criticisms is eloquent encugh to bear repeating:

In summary, then, Lewis has tested with lower weigh®

and inapplicable deta. In spite of this he confirms the

original result. He then postulates that this confirmation

is due tc ". . . the mistaken adoptior of foreground and

relatively low velocity galaxies as dominant members of

groups.” But it was this very objection that I was trying

to avoid by excluding the lower-weight data in the first

place.

Even more recent evidence for non-velocity red shifts in gmlaxies
has been published by Jeskkola (33)., He made a study of red shifts of
galaxies in clusters, groups and peirs using the dimensionless parameter
u-= Av/oV vhere AV = V(galaxy) - V(system) it the residual red shift of
the galaxy (expressed as a velocity) and Oy 1s the red shift dispersion
of the system. This particular parameter was chosen so that systems of

differing sizes and velocity dispersions could be analyzed together,
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He found that in almcst all the different kinds of systems studied, E,

50, and Sa galaxies show an excess of residual blue shifts while Sb and

Sc spirals show an excess of residual red shifts. His values for -V -
(average sV), cy, and u (average u) are given in Teble 3-2. Within the

different types he alsc found significant correlations between red shifts -

Table 3-2

Residvai Red Shifts of the Galaxies in Jaakkcla's Study

Kumber av v
Type in Study (km/sec) km/sec) u
E 131 -39 645 -0.07
SO 114 -28 433 -0.05
Sa 73 -12% 463 -0.18 -
Sb 8 +56 406 +0.13
Sc 51 +131 517 +0.20 .

and various cther parameters such as absolute magnitude. The implications
of his results eare perhape best expressed in his own words: "The result
means that in some part even for normal gmlaxies, of late Hubble types,
with small color indices and smali inclinations, part of the red shift

cannot be explained by systematic velocity".
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CHAPTER 4
AR OBSERVATIONAL TEST OF THE EXPANSIOR HYPOTHESIS

The apparent discoveries of non-velocity red shifts in nearby QSO's
and ordinary gmlaxies lends a special urgerncy to the search for an inde-
pendent test of the expansion hypothesis. Even if the recent discoveries
bad not been made, such a test would still have been highly desirable,
since any scientific hypothesis vhich is based on only one bit of evidence
must be regarded as provisiomal at best, Even though the expanding
universe idea has dominated twentieth century cosmology, gquite a nucber
of workers have worried about testing the reality of the expansion. In
1935 W, H. McCrea published a paper (34) entitled "Observable Relatioms
in Relativistic Cosmology” in which he pointed cut tha%t, if the expansion
is indeed real, then any periodic phenomenon in another galaxy must be
subject to the same Doppler effect as tr~ radiation from that galaxy.

In particular he suggested that the periods of Cepheid variable stars in
a distant galaxy should be lengtheped in the same proportion as the wave-
length of the adiation from the galaxy.

A variation of the same idea appeared again in 1939 in a paper by
0. C. Wilson (35), who pointed out that if the red shift is a Doppler
effect, then two events occurring in a distant galaxy with observed red
shift V/c would apnear to us to have a longer time separation than to
an observer in that galaxy. If at, is the time lapse measured by the
distant observer, then, according to Wilson, the time lapse measured by

us would be

at = oty (L + %). (4=1)
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Of course this formula is good oniy for ,ulaxies which are not fer
enough avey to have apparent velocities large enough to require a rela-
tivistic treatment. Wilson wes impressed by the then recent determim-
tions by Beade and Zwicky cf “he light curves of three supernovas in
otner gelaxies. Because of the good azreement cf the shapes of the
three curves, he suggeste. that such light curves woulld orovide a good
test of the expansion hypothesis. Por a supermove in a distant galaxy
vith velocity V, he argued: "Hence, the light curve of a supernowva
cccurring in such a pebula should appear to be expanded along the axis
in the ratio (1 + V/c):1 with respect tc the ‘standard’ light curve
given by relatively nearby objects.”

The same idea appe2red again in 1955 in a paper by S. N. Milford
(36), who was familiar vith McCrea's earlier paper but not with Wilson's.
Milford pointed ocut that Cepheids could not be used for a test because
they are not intrinsically lirminous enough to be observed in any but
the very nearest gaiaxies. He suggested that Type I supermovae are
the only objects whi-h are known to be luminous enough to be seen at
very great distances and which possess the necessary degree of similar-
ity ir their intrinsic light curves,

The declining portion of the light curve of a Type I supernovae con-
sists of two parts: an inftial rapid decline to about three magnitudes
below peak brightness, occurring in about 35 - 40 days, followed by a
slower, very nearly linear decline which continues until the supernova
becomes too faint to be observed. The light curves of the three super-

novae which so impresse? Wilson are shown in Pig. L=l in order to

.
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illustrate the form of tt Type I light curve and the basic uniformi’y
of the phencmenon.

Milfcrd suggested that the test of the expansion hypothesis should
be besed on the linear decline portion of the light curve, Using &
very geperal homogeneous, isotropic, genersl relativistic cosmological
model he was able to show that the observed rate of decline, expressed

in terms of photographic magnitude 'p’ is related to the intrinsic

dm dm
1l
(Rg) obs m(&g) int (¢-2)

where z is the observed red shift. He noted that this result is ldenti-

rate by

cal to one that he had obteined earlier (37) using special relativity.
He stated that the same test could also be derived for cosmological
models even more general than the ope he used. He noted that only dif-
ferences in magnitude need be measured along with the corresponding time
lapses, thus avoiding the problem of determining an absolute zero point
for the magnitude scale,

Milford pointed out that the greatest disadvantage of his proposed
test was that it applied to the linear decline portion of the light
curve, which starts three magnitudes below the maximum brightness. In
spite of this disadvantage, he concluded that the test was still prac-~
tically possible with existing equipment. This same problem was dis-
cussed again in 1961 by Pinzi (38), who proposed the same time lapse
test that Wilson hed previously proposed., Finzi poinied out that the

initial decline portion of the light curve offered the best opportunity
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for applying the test because this brighter portion can be seen for
supernovae at greater distances, but he conciuded that using this por-
tion would require several observations and statistical methods because
"e . . the decay of the luminosity of & supernova during the first 100
days is not a very regular phenomencn.” He was evidently under the
impression that the linear decline portion of the curve, if it were
bright enough, would not require statistical methods in the application
of the test. In actual fact, there is ar such variation from one super-
nova to another in this later part of the light curve as in the earlier
more rapidly falling part. But at the time Finzi was writing his paper
a8 large mmber of astronomers believed tiiat all Type I supernovae bad
almost identical light curves after the initial bright part, with the
luminosity decaying according tc an exponential lav with a half-life
of 55 days. It had been pointed out by Burbidge, et al. (39) that this
is the same as the lalf-life of the transuranic element 25‘(.‘1’, and it
was widely believed that the linear decline portion of tne light curve
could be explained by the radiomctive decay of this and other heavy
isotopes., More recently Mihalas has shown (40) that many supernovae
exhibit considerable deviations from a 55-day half-life decline, and
the radicactive decay theory has been abandoned by most astronomers.
Thus, regard:.ess of which section of the light curve is used, it
is necessary to obtain as many light curves as possible in order to
reduce gtatistically the fluctuations caused by the intrinsic variations
from one supernove to another. The chief task of this thesis will be

to appiy Wilson's test to the bright part of Type I supernova light

curves,




[P

CHAPTER 5
THE OBSERVATIONMAL DATA

The first observed extragalactic supernova was the 1885 outburst
in the Andromeda gnlaxy, vhich was at first thought to be 2 common nova,
This mistaken identification led to a drastic underestimate of the dis-
tance tc M 31, thus causing great difficulties for those astronomers
vho were trying to prove that the spirml "ncbulae™ were truly extre-
galactic objects. This aifficulty lingered umtil 1917, when the work
of Ritchey and Curtis revealed the distinction between ordimary novae

and supernovae,

In the years between 1885 and 1936 a total of 15 supernovae was
discovered by wvarious observers. The first systematic search for super-
ncvee was carried out between 1936 and 191 by Zvicky and Johnson with
the 18-inch Schmidt telescope at Mount Palomer. This patrol yielded a
total of 19 new discowveries, In the years between 1941 and 1956 dis-
coveries by various observers brought the total mmber of discoveries
up to 5. A summry of these discoveries was reported by Zwicky in

the Handbuch der Physik (44). In 1956 an intermational cooperative

search was organized by Zwicky., Observatories participting in this
effort included Palome: and Mount Wilson, Steward, Tomsntzintla, Meudon,
Asiago, Berme, Crimes, and Cordoba. Preliminary resaits of this search
vere reported by Zwicky in 1965 (45). Since that time s mumber of
other observatories have joinred in the search for supernovee, and at
present on the aveiege about 15 nev discoveries are made each year,

Karpowicz and Rudnicki have published a complete catalogue of all the ‘
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supernovae discovered up to 1967 ({6). A summary list of all the dis-
csoveries through May, 1971, bas been published by Kowel and Sargent (47);
it includes 300 supernovee.

Obserwtions of the light curves and spectra of supernovae have
revealed that thexc are at least two very different types of sup rnovae.
Zvicky and many of his colleagues believe that they have found five dif-
ferent types, vhich they call type I, II, III, IV, and V, but only a
few of the latter three types have ever been identified. Of the 300
supernovae in Kowal and Sargent's list, 83 have been classified accord-
ing to type. O0f these 83, 51 are type I, 26 are type II, 2 are type III,
1 is type IV, and 3 are type V.

A description of the properties of the various types of supernovae
can be found in recent survey articles by Zvicky (45) and Minkowski (48).
Type I supernovae are remarkable in having uniform light curves and
high intrinsic luminosities. The light curves for type I were described
in Chapter 4. The light curves for type II supernovee are generally
flstter and have much wvider intrinsic variations than those of type 1.
The peak luminosities of the various types of supernovae have been the
subject of recent studies by Kowel (49) and Pskovskii (50, 51), who find
that type I supernovae are on the average about two magnitudes brighter
than type II. Because of their lower luminosities and the irregularities
in their light curves, type II supernovae are not suitable for testing
the expansion hypothesis,

Not every one of the 51 identified type I supernovae in Kowal

and Sargent’'s list is a suitable canfidate for the test proposed in

Ll
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this thesis. Some were observed only sporadically so it is possible
to obtain only very fragaentary light curves for them, The ones for
vhich good light cu-ves dc exist have been measured in mary different
mgnitude systems, rarging from the visuml observations fcr the 1885
Andromeda cutburst to niodern nmarrov tand photoelectric photometer
measurements. Because the light curves may decay at different rates
in differcut wvavelength bands, it is pecessary to reduce all of the
light curves to a common megnitude system, These reductions to e
common photometric system are the subject of the next chapter.

Although most of the data used in this thesi: were gathered from
the existing literature, one of the light curves was actually measured
by the author and other members of the University of lllinois Astronomy
Department, These cbservations have been reported by Deming, Rust, and
Olson in & paper for the Publicetions of the Astronomical Society c¢f the
Pacific (52). The results of a preliminary reduction of the data .will
also be given in this thesis in order to illustrate how the various kinds
of photometric data are reduced to a common system, The supernova in
question is the 1971 outburst in the galaxy NGC 5055 (M 63), which was
Giscovered by G. solly on May 24, 1971 (53). It wes observed at the
University of Illinois Prairie Observatory using the four-inch Ross camera
and the 40-inch reflector., The Ross camera observations were made on
Ila-0 plates without a filter so that the resulting photometric system
was very nearly the standard international photographic magnitude
system, denoted in this thesis by the symbol Bog The 40-inch reflector
nbservations include photoelectric B and V observations and photographic

B, V, and Mog observations,
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The observed data were reduc<d using & sequence of comparison stars
whose B and V magnitudes were measured photoelectrically and whose lpg
magnitudes were then synthesized according to the standard conversion

formula

= B - 0.29 + 0.18(B - V). 5-1
™ (8-V) (5-1)

The details of the reduction and the final resultirg magnitudes are
given in (52). Table 5-1 gives the results of a pi.il=%-~rv reduction,
Although equation (5-1) was originally derived for transforming
the magnitudes of main sequence stars, it wcrks quite well for trans-
forming supernova magnitudes., For cxample, when it is applied to the
B and V magnitudes measured on 6/22/71 and on 7,16/71, it gives m
magnitudes of 14.65 and 15.21, The corresponding measured Bog magni-
tudes on these dates were 14,60 and 15,25, When all of the measured

B and V magnitudes are converted to m__ by Eq. (5.1), the result is

P
the 1ight curve shown in Fig. 5-1, vwhich also shows a measurement made
on May 20, 1971, by van Herk and Schoenmaker (54, 55) and one made on
Moy 25, 1971, by K. Ishida (56). These last two measuvements are shown
ac open circles vhile the Prairie Observatory measurements are shown in
closed circles, The measurement by van Herk and Schoemmaker was made
originally in the mp8 system, while that of Ishida was made in the UBV
system and converted to mr‘g ty Eq. (5.1).
A thorough search of the literature revealed 36 other type I

supernovae with light curves complete enough to ve used in this study.

Some of these light curves were extremely well defined by the observa- ). g

tions, while others were somewhat fragmentary although still usable, p -




Fv—

Ay

[ 7T R RN PR

e mip e s

Table 5-1

Prairie Chsevva.ory Measirement 67 the Ligat Curve of 3ol
Dete Telescove Recorder B v m2 ¢
5/30/7L Ross Phctogr=pa. 12.1
5/30/71 40 inch Photcelec, 12,45 12.10
5/31/71 Ross Photozraph. 11.8
5/31/71 40 inch Photoelec, 12,29 11,92
6/1/71 Ross Phctograph. 11.7
6/1/71L 40 inch Photoelec, 11.9% 11.51
6/3/TL Ross Photograph. 12.3
6/9/TL 40 inch Photograph. 13.12 12,20
6/10/71 40 inch Photograph. 13.45 12.30
6/14/71 40 inch Photograph. 13.95 12,70
6/16/7T1 40 inch Photograph. 13.95 12.75
6/17/71 Ross Photograph. 14.10
6/22/71 40 inch Photograph. 14.70 13.35 14.60
6/23/M 40 inch Fhotoelec. 14.58 13.39
6/29/7 40 jnch Photoelec, 15,06 13.83
7/3/7L 40 inch Photoelec. 14.83 13.97
7/14/T1 40 inch Photoelec. 15.25 14.05
7/16/71 40 inch Photograph. 15.35 14.50 15,25
7/29/7 40 inch Photograph, 15.45 14.90
7/31/71 40 inch Photograph, 15.50 15.00
8/2/7 40 inch Photograph. 15.50 14.90
8/3/n 40 inch Photograph, 15,30 15.05
3/ /7L 40 inch Photograph. 15.8

S
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Tabl- 5-2 lists all the supzrncvae used anac gives for cuch of them,
the cbservers, the magnitude systems in vhich the measuremerts were
made, and the observational references. It alsc lists some of the
relevant data about the parent galexies in which the supernovse occurred.

Cclumn 1 gives the supernove desigmeticn, which consists cf tre
year of coccurrence feollowed by a letter dezignating the order of
cecurrence within that yeasr.

Column 2 gives the discovery number of the supernova. It is a
continuation of & numbering system first used by Zwicky, and since
adopted by others, in which the superncvae are numbered consecutively
in the oider of their discovery.

Column 3 contains the name of the parent galaxy in which the out-
burst occurred.

Column 4 gives the right ascension (epcch 1950.0) of the parent
élaxy.

Column 5 gives the declimation (e¢poch 1950.0) of the parent
galaxy.

Column 6 contains the Hubble type of the parent grlaxy.

Column 7 gives the symbolic velocity of recession of the parent
galaxy e: -vessed in km/sec. Entries in this column which are not en-
closed in parentheses are based on measured red shifts, taken for the
most part, from the Reference Catalogue of de Vancouleurs and de Van-
couleurs (117) and from a paper by Humason, Meyall, and Sandage (1138).
In a few cases the given red shifts were measured by the supernova

observers. In the cases where no red shifts have been meagured for
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the galaxjes, the symbolic velccities were corputed from the velccity-
distance relationship with the Hubble constant equal to 10C lm/sec/Mpc,
using distance cstimates cbiained by comiparing the apparent magnitudes
of th: galaxies with the absclute magnitudes derived from various
luminosity functions for galaxies. Mcre details on these calculaticns
will be given in Chapter 9. Symbolic velocities calculated in this
fashion are the ones enclcsed by parentheses,

Column 8 contains the appsrent phcotographic magnitudes of the
parent gelaxies. Many of these magnitudes are sverages cf measurements
taken by more than one observer, The preferred sources were Holmberg
(120), Pettit (121), and Humsson, Mayall, and Sandag= (118). Other
sources included Bigay (122), de Vancouleurs and de Vancouleurs (117),
and Zwicky, et al. (123, 124). The magnitudes listed here have not
been corrected for absorption within our own galaxy.

Column 9 lists, for each supernova, all the observers whose measure-
ments were used in the final light curves given in this thesis. For
some objects additionel observations exist, but were not used because
they were either (a) measured in a magnitude system which could not be
converted to the staadard Bpg system, or (b) measured in some magnitude
system other than 'pg but were largely redundant because mnnw'-ps
measurements exisgted for that supernova, or (c) measured only at times
several months after the peak so that they were outslde the time range
of interest. Although they were not used for composing the final 1light
curves, some of these discarded magnitudes were, nonetheless, used to

derive color excesses in order to estimate internal absorptions within
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the perent galexics. These estimstes are described in Chapter 9,
and the references tc the data us~d are given there.

Cclumn 1C sives, for each cbserver, the magnitude system cr sys-
tems in vhich the measurements were mede. The symbcls used in this
cclumn are:

LT visual megnituie measured by eye,

n o€ = internaticnal standerd photographic magnitude,
-pv = photovisual magnitude,
B = blue magnitude in UBV system,
V = yellcw magnitude in UBV system (same as ‘pv)’
m, = blue magnitude in sy:tem of Kaho (98, 108),
b = blue magnitude in system of Marx and Pfau (111).

Colum 11 gives, for each cbserver, tne reference tc the article
wvhere the data were published.

Column 12 is used for additicnel comments about the superncva or
one of the sets of measurements., These comments are listed as footnotes
at the end of the table,

Tables listing all the magnitude data used in this thesis are
given in Appendix 1. All of the magnitudes were reduced to the standard
-PG system for consistency. These reductions are described in the next
chapter. Appendix 1 gives both the unreduced and the reduced data.
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Table 5-2 {Continued)

SK Ra, Oslaxy @ (1930) 8(1950) Type Ve -!! Qbservers Mag. System Ref, Nutes

1955~ 53 Anon. 1ih oo <1330 Sme 16,024 15,7  Zwicky . (67) .

1956a 3% Noc 3992 1" 0 3339 s 1,099 10.% 2Zwicky & Ksrpowics g Mpv  (68)

19574 35 Noc 2841 09" 18%s s112' @b 631 10,05 Zwicky & Karpowvics g Py (69) .
Bertola N {70)
Wengzel mog (7)

19570 % NWac 4% 12" 22 13100 m 9% 10,35 Bertola e (70)
Gots "o {72)
Romano "oe (7%)
L{ Tein LI (M)

19%9c 62 Anonm. 13" oss 3°0' SBe 2,990 15.8  Mihelas Npg B V()

1960f 69 NGC 449 12" 29 4°13'  She 1,79 11.9 Ddertola LI (70)
Huth "o (76)
Kulikov o (17
Tempesti In (78)
Mannino LI (M)

1960r 86 mac 4382 12" 229  18°28* S0 77  10.05 Bertola " (70)
Zaiteeva L™ {80)
Gates B,V (81)

19614 87 Anon. 120 48% 2806 EO 7,700 15.0  Zwicky oy Bpg  (82)
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Table S-2 (Continued)

SN No. GQelaxy @ (1950) A(1950) Type "r .E! Observers Mag. System Ref, Nctes

1964e 1350 Anon. n" w5 5259 spe (2,900) 14.%  Lovas mog (99)
Ahnert g (100)
Chuadge "o (101)
aiteeva "o (102)
Loche) L™ (103)

19642 159 wNoc 3938 1t sdf2 4423 se 8% 10.8  Bertola, et al. "og (97)

19651 170 Noc 4753 12" 4978 .0°5o'  Irr 1,36 10,7  Ven Lyong & Panarin g (104)
Ciatti & Barbdon B, V (103)

1966) 186 NOC 2198 10" 169  48%9'  ape &9 10,8  Wila "og (106)
Chincarini & Perinottc B (107)
Kaho L (108)

1966k 187  Anon. nhasfe 2003 so (5,000) 14.7  Rudnicki we v (109

1966n 198  Anon. FLIE Vil SRS UY. TR 9 (9,600) 16.0  Clatel & Barbon o (108)

1967c 192 Nac 3389 0" '8 12%8'  sc 1,276 12.1  de Vancouleurs, et al, B, Vv (110)
Marx & Pfau b (111)
Borsov, et al, ~ B (112) .
Chuadse & Barblishvili "oy (113)
Kaho n (108)
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Table %92 {Continued)

3N No. Oalexy o (1990) 4(1950) Type v, "og Cheervers Mag. System Nef, Notes
1968¢ 211 Noc 23 6" kW7 3°06' Sb 3,010 147 Chavire L (114)
Rusev lu (%) .
Ciattt & Darbon Vv (109)
1969c¢ 233 mac 3811 1N % (738 8e 3,120 13,0  DBertola & Clattd » Vv (119)
19714 299 woc %088 1313 L s “20 9,1 Deming, ot al, R BV (32)
Yshida W (%6)
Van Herk & Schoermaker " o (5%, %%)
Soovil LI (116) (
4
ko
o . . . . . |
4
- . .“' .
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Table 52 (Continued)

1921c:

193%;

1539

19%4a:

19540

1933b:

Karpovict and Mdnicki (46) classify this as a type II supernova, and Kowal and Sargent (M7)
do not clasaify it. In 1968 Kowal (49) classified it as type I and estimated 1ts absolute
magnitude at prak to be «18,7 which is neerly equal to the average peak absolute magnitude
that he found for type I and more than two magnitudes bdrighter than the average that he
found for type II. The light curve, although tomevhat fragmentary, 18 entirely conafetent
with the type I interpretation, Coupled with its high intrinsic luminosity, 4t is almost
certain that SN 1921c wvas indeed a type I supernova,

T™he actual aeasurements of Baade have been publiched only in graphical form, The values
used vers read as accurately as possidle from a graph given by Minkoweki (48).

Sare as note for N 193%

The magnitudes of Pietre were remeasured by Rosino using the same comparison stars as Wild, 5y
Theae “corrected” magnitudes are the ones used for deriving the light curve used in this
thesis.

Seme as note for SN 19%a.

This superrova has apparently naver been classified as to type by anyone, The Light curve
is consictent with s type I interpretation, amd Zwichy (67) estimated that it wvas intrin-
sically one of the brightest supernovae ever cbserved. Zuioky's estimate was made on the
basis of Kubble's old distance scale, but an estimate based on a more modern value of the
Hubble cons:ant (H = 100 km/sec/Mpc) gives & peak absolure magnitués f -20,) which indeed
is extremely Hright and virtually guarantees that it wvas a type I supernove,




' Table %2 (Continued)

1957a: Bertola classified this supernova as type I, but Zwicky classified {t as type II, The
light curve strongly indicates type I, but eatimates of its peak absoclute magnitude are
| much lower than the average for type I and are, in fact, consistent with a type II inter.
» pretation, The spectra that were obtained do not settle the matter either way, Measure-
v ments of the color index indicate an extremely high degree of reddening and hence a large
> amount of absorption within the parent galaxy., This absorption correction s calculated
in Chapter 9. It amounts to almost three magnitudes, and makes the peak luminosity cone
sistent with the type I interpretation.

1961h: The light curve for this supernova wvas too fragmentary to be useful in the test of the
expansion hypothesis, but it is useful for cther calculations which are described in

Chapter 9,
n

1962e: This supernova occurred on a luminous bridge between two elliptical galaxier, According ~
to Rudnicki{ ana Zwicky (85), the bridge is apparently composed of late type stars,

1967c: According to Berzov, et al,, their photometric system is very close to the B system, but
small systematic differences are present,

1968e: The magnitudes of Rusev were read as accurately as possible from a graph given by
Pskovskii (51).
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CHAPTER 6

REDUCTIOR OF THE DATA

Light curves of type I superncvee exhibit a high degree cf uni-
forrity, but the possibility that the ret: of decline in lumincsity is
different in different wave length bands must be all.-wed fcr if the
rate of decline is to be used to test fcr the Dcppler effect. All
the supernovac used in the test must have their light curves expressed
in the same bandpess or magnitude system. A guick inspection c. Table
5-2 reveals that the most commenly used system thus far has beer the
standara lnpg system. Furthermcre, the spe~trum of the typical type I
superncva is dominated by a wide bright band centered between 4600;\

and 47004 [ see, for examples, refs. (60), (86), (87), (96), (97}, and

(107)]. This band, which is generally interpreted as the 14686,
n=4 - n=3 transition of HeII, is completely encompass.d by the bandpess
of the m,o system and, in fact, “ypically contains about one half of
the total photographic intensity. Thus, the logical choice for the
comrion magnitude system is the mgg system.

In the preceding chapter, a light curve was given for SN 19711
(Fig. 5-1), in which part of the magnitudes were measured U,s and part

were calculated by the standard transfomaticn equation,

lllpg =B-0,29+0,18 (B-V), (6~1)
using measured B and V magnitudes., There were two nights in which both
B, V and mp g magnitudes were measured by the same technique on the same

telescope. A comparison of the measured and caliculaied Mpg magnitudes

for those nights is given in Table 6=1.
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Table 6-1

Comparison of Measured mpgy Magnitudes
With Values Computed From B, V Magnitudes

Date Measured n o B, V=~ B by (6~-1)
6/22/M 14.60 14.65
7/16/71 15.25 15.21

The agreement is quite good. In other cases where both B, V and mpg
magnitudes are available, Fq. [6-1) gives the same sort of result,
with the average discrenancies between the calculated and the measured
mpg lying within the range of scatter due to measuring errors. Par-
ticular examples are SN 1962f and SN 1965i, whose light curves can be
found in Appendix 2. Thus, Eq. (6-1), which was originally derivad
for converting the magnitudes of main sequence stars, apparently giwves
accurate conversions for supernova magnitudes also.

It is easy to use Eq. (6-1) when both B and V measurements are
available, bit some supernova observers have measured only B or else

only V (or, what is equivalert, only mpv or only m__. ). The work of

vis
the Russian a:itronomer Yu. P. Pskovskis (51, 125) on the time depen-
dence of the colors of supernovae maxes it possible to use Eq. (6-1)
fcr converting the magnitudes even in these cases. Pskovskii has
determined the relationship between the intri.. . - B=Y color of a super-

nova and the time in days after the date of maximum brightness. 1In

DAY W sk AN Rt . e Bty



(51) he gave this relationchip in the form of a graph which is shcwn
in Pigure 6-1. The crdimete (B-V). is the intrinsic color of the
supernova light, i.e., the color of the light before it is reddened

by absorption in cur own and the perent galaxy of the supernova., It
represents the average of the color curves of six different supernovae
all corrected for reddening due to absorption. These corrections were
determiced by shifting the various color curves vertically until all
six were superimposed. The only remeining problem then was to cali-
brate the resulting composiie color curve by determining the absclute

color excess,

EB-V)=({5-V)-(B-V),,

for one or more of the component light curves. One of the superncvee
used for this purpose was SK 19548, which occurred in the irregular
galaxy NGC 4214. According to Pskovskil, the amount of reddening in
the perent galaxy is negligible for e2llipticel and irreguler galaxies.
Thus in the case of SN 1954a, it was only necessary to worry sbout the
reddening in owr own galaxy. Since NGC 4214 is located at gmlactic

i, 78°.07, this reddening was small, and Pskcvskii was

latitude b
able to estimate it by using the Lick ~counts of faint galaxies in
neighboring areas of the sky.

It 1s quite easy to convert B magnitudes to m e using Eq. (6-1)
and Pigure (-1, provided that the date of maximum brightness of the
supernova is known. For each B magnitude to be converted, the value

of (B - V), for that day 1s read from the graph and the Rog magnitude
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is calculeted by

m _ =8B-0.29 + 0.18 -V)s . (6=
- (B-V) {6=2)

Of ccurse, *here will be 2 zero point errcr in these magnitudes because
cf the unknown amcunt of reddening due tc abscrption. In scme cases

it is pcssible tc estimate this reddening ccrrection. One commen situs-
tion is tc tave both B and V measurements for & fewv days, but B only
for other days. The color excess E(B - V) can then be determined from
the vertical shift needed to bring the Pskovskil cclcr curve irto coine
cidence with the measured velues cf (B - V). This color excess can then
be added to velues of (B - V). read from the graph, and the resulting
corrected B - 7 coiors can then be used to convert the B magnitudes tc
mog by means of Eq. (6-1) rather than by (6-2).

Another situation that arises quite cften is to have scme measured

B magnitudes and no V megnitudes and tc also have some measured Bpg
magnitudes. In these cases the B magnitudes can be converted to Dog

by means of Eq. (6-2) and the zero point correction can be determined
from the vertical shift required to bring the light curve of the con-
verted magnitudes into coincidence with the 1light curve of the measured
nog magnitudes.

If only B magnitudes are availavle, then it is not possible to
determine the zero point error in the megnitudes calculated fram Eq.
(6~2). But light curves obtained by this method can still be used to

test the expension hypothesis because it ie the slope, or rate of decline,



of the light curve that is used for the test. Since a zero point error
simply shifts the entire curve vertically by a constant amount, the
rate of decline is not changed by the error.

The Pskovskii graph can also be used to convert magnitudes measured
in the V system. One way to carry out this conversion is tc note that

if V is subtracted from both sides of Eq. (6~1), the result is

npg-v-_-n-v~0.29+0.18 (B - V),
which can also be written
B =V -0.29+118 (B-V). (6-3)

If measur=2 values of both B and V are available, then the V magnitudes
can be converted directly to nm by means of (6-3),. If only V megni-
tudes are avai’able, then the corresponding values of (3 - V), can be

read from the Psk il graph and the comversion can be accomplished by

mg=V-029+118 (B-V). . (6-4)

Of course, there will be a zero point error in the megnitudes determined
by the latter formula, and all of the comments that were made in the
preceding paragraphs with regard to the zero point errors in the con-
version of B magnitudes can be rephrased to apply here also. Since the
B__ gystem is just another name for V and since it was designed to be

| 44

the photographic equivalent of the m system, Eq. (6~4) can also be

vis
written as

og = Opv ° 0.29 + 1.18 (B - V), , (6-5)

or as
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Mg = Byjs - 0.29 + 1.18 (B-V), . (6-6)

There is another way by which Ry OF Byjg aagnitudes can be ccn-
verted to ng using the Pskovskii (B - V). - t relationship. It is
apperent from Eq. (€-5) that intrinsic (“pg - W) colcr indices {dencted
oy (®pg - Bov).] can be calculated from intrinsic (B - V) colors by

means of the equation

(Mg = Bpy)e = 113 (B - V), - 0.29. (6-7)

By t:is means, the Pskovskii (B - V), - t relationship is converted to
an “'.pg -m P‘V)' - t relation. The result of this conversion is siown
graphically in Pigure 6-2. Measured lllpv cr B 4. magnitudes can be ccn-
verted to llpg by reading the corresponding (mPS - mpv" values from this
graph and adding them to the measured magnitudes. This conversion will
also contain an unkncwn zero pcint shift.

All of the megnicude conversicn method:; based on Pskovskii's
(B - V) - t relation require a knowledge of the date t, on vhich the
supernova attained maximum brightness. For a well observed supernova,
it is usually an eagy matter to determine t and the peak megnitude m
simply by inspecting the light curve. For more fragmentary light curves,
this method is often not feasible, but Pskovskii (51) has Geveloped
several methods for estimating to and lﬂo in such cases. Before dis-
cussing these methods, it seems appropriate to pcint out that in cases
wnere 8 number of B - V measurements are available, covering a time spen
of two weeks or more, it is possible to use the (B - V) - t relationship

itself for determining t, This is done by shifting the graph of the

[TV

e
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relatiocaship horizontally until it coincides with the observed data.
Of course, the horizontel shifts must be accompanied by simultaneous
vertical shifts to take into account the reddening. Thus, the final
"fit" of the curve to the measured data gives both the date of maximum
t, and the color excess E(B - V). The main limitation of this technique
is the extent of the measured dsta which 1s required. Becsuse the coler
curve is very nearly iinear on both sides of the pesk, which occurs at
about 33 days after marximum, tne measured data nust span a considersble
time range and shculd preferably span the peek in order t¢ Aetermine
unambigucusly both t, and E(B - V). Of course, ir one of these param-
eters cen be independently determined, then the other one can be un-
ambiguouusly estimated by shifting the color curve in only ~ne direction,
and this cen be accomplished even with a small rumber of measured points
covering only a short time span. This is a particularly useful technique
for determining the color excess once t o 18 known. Values of E(B - V)
obtained in this way can then be used to determinc the absorption cor-
rection for the magnitudes. Similarly, if the measured color indices
are (lllpg - mpv) indices, then the same technique can be used for esti-
mating E(m.pg - “pv) color excesses simply by using the converted
(“pg - mpv)o = t relation given in Figure 6-2. The use of color excesses,
determined by these methods, for correcting the peak magnitudes m, will
be discussed in Chapter 9.

One method which Pskovskii and a number of other observers have
used quite successfully for estimating the date t, of maximum brightness

of a supernova is baced upon the time behavior of the spectrum of the

i



supernova. Many observers have noticed that the bands in the spectrum
of a typicel type I supermova shift to the red as the light curve decays.
According to Pskovskii, the best band to use for estimating the phase
of the light curve is the 14686 band, which domimates the photographic
region of the spectrum. He was able to establish the relationship be-
twveen the phase and the position of the center of the band by using
supernovae vith mmerous measured spectra and also well defired light
curves from which he couid estimete t,. He was then able to use this
relationship to estimate the date t, for three supernovae having frag-
mentary light curves but with a number of good spectral obscrvations
spread over several days. The details of the method are given in (51).

The spectral method requires sereral good spoctra taken on different
nights. This constraint limits the method to superncvae vwhich are rela-
tively nearby so that they are bright cnough for good spectra to be
obtaiped. PFurthermore, if a number of good spectra are taken, ther it
is quite likely that a good light curve is measured also, so that the
spectrum estimate is not needed except as confimmation.

Pskovskii has also developed two other good methods for estimating
= B, and t, which use only the fragmentarily observed light curves. Both
of the methods are analogous to procedures that are used for estimating
the maxima of novae with incomplete light curves. One of them involves
the use of a geries cf average light curves, and the other reconstructs
the maximum from the point where the slope of the light curve changes

from rapid decay to gradual decay.
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Pskovakii's average light curve method grew out of his studies
of the rates of decline of the light curwves of the varicus types of
supernovae (50). He found thet if streight lines are fitted to the
repidly descending portions of well cobserved type I light curves, then
the rates of fall of th~ resulting strajight lines vary betueen tke
extremes of 1 magnitude per six days ard 1 megnitude per 12 days. In (51!)
be ienoted this rate of fall by the letter b. He selected a group of
wel. defined light curves snd separated them into four different sub-
groups so that all the curves in a given subgroup had avproximately
the sume b, The four subgroups vere charscterized by the four velues
b=6, £ 10, and 12. He then averaged all of the light urves vithin
each subgroup and thus obtained four sverage light curves corresponding
to the four b values. Using these average light curves, he vas then
able to estimte m, and ty, for many fragmentary light curves whose
ptaks were rnot well deTined by existing observations. The method wes
applicadble in cases where there were :nough observations in the rspiad
decay portion to give a good straight iine fit. Usirg the value of b
defined by the straight line fit, he could choose the mrit appropriate
averasge light curve. He then fitted that average light curve to the
frageentary light curve and used the fitted ~urve to cxtrapolate be~k-
wards in order to estimatem, and t_.

Pskovskii's point-of-slope-change methcd is based on hLis observa-
tion that the point at which the slope changes from rapid decay to
gradusl decay almost slvays occuvrs between 2.8 and 3.3 magnitudes below

pesk brightness and is equal, on the sverage, to 3.1 magnitudes below
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prek. To estimate the peak megnitude cf a fragmentery light curve by
this mthod, Pskovskii fitted straight lines tc the rupid cecay perticn
and the gredual decay portion. HKe used the letter k to denote the
point at vhich these tws s raight lims intersected, and dencting the
ccerresponding magnitude by L he calculated the estimats cf the peak

mgnitude n, by the formula

A =m - M. (6-8)

Pskovskii also used the point k for extrapolating backwerds to deter-
mine the time of zaximam but this method gives generally less accurste
estimates of t, than dces the avernge light curve method.

By applying these methods to supernovae vith well determined light
curves, it vas possible to estimate the average error: of all the methois.
ﬂefamdthattheaccuncincfthetocmdbythepoiutknthod
ranged from 1 to 5 days vhereas the accuracies of the average light
curve estimstes were 0.5 to 1.5 days. The spectral methcd gave the
lowest accuracy, with errors cn the order of ¢ 5 days. In estimmting
the peak magnitude, the average light curve method gave accuracies of
0705 to O2. The sccurscies of the point k estimates of R were
compearable.

It is & natural extension of Pskovskii's work to combine his point
k and average light curve methods. There are undoubtedly severnl ways
to combine them, but one natursl method, vhich the present author has
found to be effective, is first to apply the point k method in order to

obtain an estimate of B; and of the siraight line slope b of the rapidly
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falling segmen: cof the light curve, and then to fit the mcst clcsely
~orresperding average light curve to the mtasured light curve using
the point k estimate of m, as & constraint. Using the R censtreint
makes t, the only undetermined parsmecer Of the fit «nd hence remcves
some of the ambiguity of the fitting methcd sirnce only horizomtal shifts
tlong the time axis are required. This technique is illustrated for
the supernove SK 1957a in Pigures 6-3 and 6-4. Pigure 6-3 illustrates
the point k method. The straight lime fit to *he rapid descent portion
of the light curve intersects the straght line fit to the later portion
at a point x with megnitude . = 16.95. Since this point cecurs, onm
the average, 3.1 magnitudes below pesk brightness, the best estimmte
for peak brightness is B, = 13.85. The only remmining provlea is o
estimate the date of maxisum t,. Since the slope of the straight line
fit to the rapid descent portion is -1 mgnitude per 6 days, Pskovskii's
b = 6 average light curve is used in Pigure 6-£ ®c obtain the estimmte
of to. The solid peints represent measured sagnitudes and the open
circles conn~cted by the curve represent the sversge light curve. The
latter is shifted +~long thn time snxis, vit'. its pesk always ~onstrained
to 1i= on the horizontal streight line corresponding to ®, = 13.85,
until the pest fit to the measured light curve ig obtsincd. In the
cese of SN 1957a, this best fit appears to occur at t, = Feb. 27, 1957.
Pskovskii’'s methods were designed for use on frageentary light
curves measured in the Bpg gystem. For some of the supernovae used in
this study (» g.. SN 1962¢ and SN 1966k) the 1ight curves were frag-

mentary, wvith most of ‘he maynitudes meagured in the lp,, rather than
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the mpg systen, These npv magnitudes could not be converted directly

tc @ by means of the (%8 - mpv). - t relaticn discussed earlier

PE

because the date of maximum, t

or Wes not known: on the other hand t,

~ould not be estimated directly i-om the extrepolation techniques

because the magnitudes were measured ir the B, system. The method

adopted in sich cases was an iterative one. Bezinning with ar initial

guess fer t,, the n?" magnitudes were converted tom

pg ‘lsir\g th.

Pskovskii (mpg - mpv), - t relationship with the assumed t,. A new

estimate of t o ¥as then obtained by applying the combined point k,

average light curve method desgribed in the preceding peragraph. The

whole vrocess was then repeated until the rstimates for t, converged.

This final
~onsistent

most ras<s

converged value and the final converted magnitudes gave a

Yight

<here

possible also to

curve which was adopted as the best estimate. In

were a few measured values of !llpg so that it was

determine the absorption correction which could then

be used to eliminat- the zero point error in the magnitude conversions.

Although this iterated ~onversicn methcd used the Pskovskii (m g "

m_ ), - t relation, the point k extrapolation method, and the average

PV

1ight rcurve method, it will be referred to in this thesis simply as

the iterated point k method. Experiments with different starting esti-

mates to revealed that a poor initial estimate would usually fail to

give a converging iteration but that good estimates all gave conver-

gence to the seame final value, Ir some cases, poor initial estimates

gave convergence &l1so but the rate of convergence was coneiderably

slower,

S e
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Tabl~ -2 gives, fcr the 37 superncwvae used in this study, the
dates of maximum, the peak magnitudes, end the methods used tc obtain
them in each ~@se.

Column 1 Zives the supernove designation.

Column 2 gives the discovery number in the Zwicky sequerce,

Cclumn 3 gives the name cf the parent galexy.

Column 4 gives tne estimated peak magnitude of the supernova in
the Mpg system.

Cclumn 5 gives the method by which the pes: magnitude estimate
was odtained. The abbreviations in this cclumn can be interpreted as
follows: obs. 1. . meens inspection cf the observed light curve,
pt. k means Pskovskii's point k methed, av. 1. c. means Pskovskii's

average light curve method, end iterated pt. k means the iterated

point k method.

Column 6 gives the estimated date of maximum either on the Julien
dey calendar or in month/day/year notation, depending for each supernova
on how most of the observations were given in the litersture.

Column 7 gives the method by which the estimated date of maximum
was obtained. Most of the abbreviations in this column are the same
as these in column 5. The two abbreviations which do not appear in

column 5 are obs. color curve, which means that t, ws obtained by

fitting mecasured color indices to one of Pskovskii's color index-time
relations, and spectrum which means that t, wes estimated from one or

more spectra of the supernova,

+untinty gp.c
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Columpn 8 irdicates additional notes about the supernowva. A single
P means that the estimates B, and t, ure both those of Pskovskii, and
a single R mearns that tcth were done by the present suthor. The com-
bination P, R means that the & ° estimate is that of Pskovskii and the
to estimate was done by the present author. Similarly the combination
R, P means that m, is due to the present author and to is due to
Pskovsekii. ‘The symbcl * in this column indicates sdditional comments
glven in the notes folloving the table.

In addition to the stendard m,q, Ry B, and V systems, there
were tvc other magnitude systems which were used by some ocbservers of
some of the light curves included in this study. One of these systems
was that of Kaho (98, 108) who used Fuji FL-OII plates. According to
Kaho, these plates are blu. sensitive, but they do not correspond
exactly to either the ‘PS or the B system. Several of the supermovae
observed by Kasho were also observed in the B system by various other
observers. In almost all of these cases some of the comperison stars
used by the other observers were also used as compariron stars by Kaho.
By comparing the B-magnitudes of these common comparison sters with
th= magnitudes measured by Kaho, it was possible to establish the rela-
tionship between the two systems. This relationship is shown in Figare
6-5, where magnitudes in Kaho's system are denoted by -K' Por each
of the common comparison stars, the difference B - B, is plotted agninst
IK, The data appear to indicate that Kaho's msgnitudes ".ave a non-
linear scale error, The four supernovae with common observed compari-

son stars vere SN 1962¢ vhich was also observed by Bertcla (87), SN 1963
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able Ge2 (Continued)

1966} - Chincarini and Prrinctto (107) estimat: on basis of sprctrum that t, = 11/21 /66,
but Pakovekil's estimate will be used in this thesis,

1967c = Pskovekii's estimate of t  wes 2/23/67, It was basd on his point k method,

1969c « Applying Pskovskli's point k and average light curve methods gave the aamé"

values for m, and t .
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which wvas cbserved b Bertola, Memmeno, ard Perinot\ > (97), SN 1966j
vhich was observed by Chincarini and Perinotto (107), ard SN 1967c
which was slsc cbserved by deVaucculeurs, Sclheim, and Brown (112).
The points for SN 1962f were arbitrarily selected as the steandard and
the ocints for the other three sets cf ccmperison stars were shifted
vertically tc give the best pcssible agreement with thcse of the stan-
dard. Thus the relation shown in the figure has an indeterminate con-
stant zerc-point error vhich was propagated into any megnitudes converted
from II.K to B by means of the relationship. The B magnitudes obtained
from this relationship could then be converted to "pg magnitudes either
by Eq. (6=1) if the color excess E(B - V) was kncim or by Eq. (6-2) if
it wvas not known. I the latter case, an additional unknown zero point
error was added to the errcr from the n‘( tc B transformation. In some
cases it was possible to determine the required zero-point correction
by compering the converted megnitudes to magnitudes measured in one of
the other systems. In cases where it was not poseible to determine the
zero-point correction, the basic shape of the curve was not altered by
the constant zero-point error, and so its slope could stiil be used for
testing the expansion hypothesis.

The other non-standard magnitude system used for light curves
treated in this thesis is the b magnitude system of Marx and Pfau (11l1).

This system is related to the B system by the relation
B=Db+ 0.14 (B - V),
Combining this expression with Eq. (6~1) gives

mog=b - 0.29+0.32 (B-V). (6=9)
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If the values cf B - V are unknown, the transtormation can be made by

R b-0.29+0.32 (B-V),, (6~10)
vhere (B - V), is obtained from Pskovskii's (B - V,) - t relaticn.

If this latter relaticn is used, there will, of course, be an unkncwm
zero-point errcr in the converted magnitude because of the unkncwn cclcr
excess E(B - V) due to absorption.

Thus far, this chapter has described the various techniques that
were used to reduce the light curves to the standard %g system. Many
of these techniques required accurate estimates of the peak magnitude
m, and the date of its occurrence t_ , so the techniques used for oo-
taining those estimates have also been described. Table 6-2 gave a
summary of those egtimetes and the method used for each of the super-
novae in the study. The chief purpose cf the discussion given in this
chapter has been to develop the background needed in order to construct
a similar table, which gives for each supernova a summary of the tech-

nigues used to reduce all of the measured magnitudes tc the m__ system.

PE
Before doing that, however, it Is convenient to summarize the various
conversion methods that were used. This is done¢ in Table 6-3. Column
1 gives the system or systems of measurement, Column 2 briefly de-
scribes the method used for conversion to the mpg system. 29.1_%.2
gives a Roman numeral code which will be wed as an abbreviation for
the method. Column 4 gives additional comments about the method.

In many cases it was necessary to know the color excesses of the

supernovae in order to eliminate zero point errors in the conversicnm.

In most of these cases, it was possible to derive these color excesses
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Table 6=3

Sumary of the Techniques Used to Convert the Magnitudes

From the Various Systems of Measurement to the Standard m Pe System

Measured Conversion Code Comments
b and V mpg = Ba(-29+0.18(B - V) I
B amt some V (a) nights when both B & V measured: IT The color excess C ia
mpg - B=0.29 +0.18(B - V), determined by comparing the
and C = (B-V)=(B-V), measured (B -V) velues with
determines color exccess the correaponding (B -V)°
(b) night.s when B only measured: values from Pskovikii's
LI B~0.29 +0.18{{B - V), +C] relationship. The value cf
(c) nights when V only measured: C can then be used to cone
LI V<0.29 +1.18{(B = V), +C] vert (B-V), to (B-V) on
nights when B & V were not
both measured.
V and some B " III "
B only m__ - B-0.29+0.18(B - V), v In general, there will be a

pe

zero point error because of
the unknown color excess.
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Table 6«3 {Continued)

DL R R L T R S e

Measured Conversion Code Conuaents
V only mpg =Va=0.29+1.18(B - V), v In general, there will be a
zero point error because of
the unknown color excess.
mpv and some npg (a) nights when both®m_ , mpv measured: 28 Color excess C is determined
C = (mp8 -mpv) - (up8 -mpv)o by comparing measured
determines C. ('pg"‘pv) with Pskovekil
(b) nights when only mpv measured: (mp. -lpv)° on those nights
mPB mpv + [(mPB -mpv)o +C] when both ‘p ¢ and .pv were
measured.
npv and some mpg (a) nights when both mpg, mpv measured: VII This method is similar to
(m__-m v)-+o.29 the immediately precaeding
(B-v) = —H T.18 ’ one, but it uses the
C=(B-V) - (B-V), Pskovakii (B=~V), =t
(b) nights when only m v measured: relation rather than
Lo =upv-o.29+1.18[(B-V)°+c]. (np‘-npv)o-t.
B g OF ‘pv only mpg = mpv+ (mpg -mpv)o V11l In general, there will be a

zero point error because of
the unknown color excess.
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Table 6-3 (Continued)

s

Measured Conversion Code Comments
™ (1) B = m + (B -mK) X Step (1) will, in general,
(Kaho) with (B<-NK) determined from the give a zero point errov.
relation in Figure 6-5. Step (2) will give an add'-
(2) B g~ B -0.29+0.18((B - V), +C] tional zero point error if
if color excess C is known, or C is not determined by other
mpg = B=0.29 +0.18(B - V), measurements
if ¢ is not known
b mpg =b=0.29+0.32((B ~V), +C] X There will be a 2¢ro point
(Marx and Ptau) if color excess C is known, or error if the color excess
mp8 = b «0.29 +0.32(B - V), C 4s not determined by

if C is not known.

other measurements.
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by comparing measured (B -V) -t data with Pskovskii's (B-V), -t relation
{or in some cases comparing measured (lp‘ -lpv) -t date with the
(lu '.pv)° -t relation]. In those few cases i. whica there were no
messured ¢olor indices, the conversions preserved the shape of the curve
even though they may have introduced a zero point error. Color excesses
were determined for every supernova for which color indices had been
measured, regardless of whether or noc the excesses were needed for
magnitude conversions. These color excess data will be used again in
Chavter 9 for computing absorption corrections to the supernovae peak
magnitudes. .
Table 6-4 gives the final summary of the techniques used for

reducing each of the light curves to the standard mps system. Colian 1

gives the supernova designation. Column 2 gives its number in the Zwicky

numbering system. Column 3 gives the name of the parent galaxy. Column b4

contains the rames of the various observers. Column 5 gives, for each of
the observers, the magnitude system or systems used for the observations.
column 6 gives the method used for converting the magnitudes if such a
conversion was necessary. The method is indicated by a Roman numeral

in the range I to X. These Roman numerals correspond “o the ones given
in column 3 of Tab.e 6-3. In some cases it was necessary to make a zero
point correction in the magnitudes of one or more of the observers.
Column 7 gives these zero point corrections. Column 8 corntains the

word "yes"” if there was a possible zero-point error in the conversion.
Note that in many cases a conversion introduced a zero point error which
could be removed by compasing the converted magnitudes to IIII:g magnitudes

measured by other observers. These corrections were included in the
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conversion, so column ~ contains a "yes" only if there was no way to
correct the error. Columr 9 contains the E(B - V) color excess and
Colunn 10 contains the E;mpg"mpv) color excess for those supernovae
which had measured color indices. Column 11 contains an asterisk (*)
for those supernovae which have additional information given in a note
at the end of the table.

when all the magnitude -onversions were completed for a given super-
nova, the resulting mpg light curves from all the observers were used
as input for an IBM 360 computer program, called EDIT, which ccmbined
the wvarious light curves from different observers into a single final
light curve for the supernova. The final light curves were plotted on =2
Calcomp plotter and an inspection of the plot immediately showed whether
some of the light curves of individual observers still needed zers-point
corrections. The final combined light curves were later fitted in the
least squares sense by an analytic function derived from a theoretical
model which is described in the next chapter. The light curves plotted
out by EDIT were also very useful for determiring the limits of the fit
[only the rapid decline portion of the curve was fitted]. EDIT also
punched out the combined light curves on IBM cards which were later used
as input data cards for the {itting program.

Plots of all the combined 1igh’, curves are given in Appendix 2.
These plots also show the results of the fits described ir the next

chapter.



Table G-k

Summary of the Photomstric Data and Conversions
Used tc Obtain the Light Curves for Thia Study

Mag. 2ero-pt. Zero-pt.
M No. Galaxy Obaervera Syatem Converaion Correc. [Error E(B-V)
1885a 1 M Hartwvig and others LI VIII yes
1921¢c 16 NGC3184  Shepley n”
1937e 29 I0cW182 Saade and 2wicky n ’e 0.0%
Deutach -”
Farenago l"
19374 26 WOC1003 pasde and Zwicky n” 0.45
Parenago n”
1939 30 NOCH636  Baade " 0.b3
Giclas I”
Hoffleit e 0%
193% 31 Nochk621  shapley e
Baade “rs
1950 50 mock21h wild .N 0.13
:;::hn :”
' ve
a [ ] L] L}
R 2N
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Table 6-4 (Continued)

Mag.
Systen

Zero-pt.

Zero-pt.

o No. Galaxy Ohservers Conversion Correec. Irror BB -V) l(n” "W) Notes
1963 132 mocY) Twloky "
Wi l”
Chincarini and Nargoni -” .
1963 13 poc108h Dertola et al. » v
Kaho N, Ix <0709 you
196k 150 Anenm. Lwvas "
At ‘” -096
Chundse e <038
Zaitseve »n -
Lochel e -a%6
1968t 1%9 NOCY938  Dertols, ot al. "
19651 170  WOCh753  Van Lyong and Panarin "
Ciatti and Dardvon v 111 0.03 .
1966 186 wmocn9s Wi\ l" .
Chincarini and Perinotto B 1v
Kaho . o -0
1966k 187  Amem. Pudnioki "’ Vi o™
1966 1980 Asem. CisAti end Barbon e

(8
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Table ¢<4 (Continued)

1954b:

1956a:

1957a:

Pletra's magnitudes were remsesured by Rosini, wno used the same comparison stars as Wild.
These remeasured values are the ones used in this thesis. An .W light ourve was also
measured by Beyer (127, 128), but it was not used for the light ourve in this thesias. It

was, however, used in conjunction with the m - magnitudes of Wild and Pietra to derive a color
sxcess Bfa__-u ) -0.15. Since the® _ and l" MASUTeReNts Vere made at Aifferent observs.
tories, this color excess value might have been in error. But it was posaidle to get an
independent estimate in the present case because Wild (65) mewsured (B -V) color indices for
several nights between the Lkth and 109th day after muximums. Comparing these (B -V) maessure-
monts with Pskovekii's (B -V), =t relation gave a color excess (B -V): 0.13 or, aquivalentls,
'(I” '-pv) = 0415,

The magnitudes of Pietra have been corrected by Wilic (65). The color excess was obtained
from five (B -V) measuremerts by Wild (C5). The measurements were made between days 6 and 27
after maximum. The color excess was obtained hy comparing them with Pskovakii's (BeV) .t
relation.

The -" magnitudes vere not used in constructing the final light curve for this thesis. They
were, however, used iu deriving the color excess.

The I" magnitudos vere it used in corstructing the final light curve for this thesis. They
wvere, however, used in deriving t... cclor excess. There was a high degree of scatter in the
(nu -I") =t color curve for this supsrnova, which is apparently due to a large amount o'
obscuring matter between us and it. 7nis large absorption is probably the cause of the low
apparent luminosity of this supernova.
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Table 6L (Continued)

1960f1:

1962e:

19633

19654

1966} :

The magnitudes of Mannino required a scale correction to make them consisten: with those of
Bertola. The scale correction relaticn was obtained from their measurements of the magnitudes
of comparison stars common to both camparison sequences.

There were not enough measured valves of -" "pv to give the color excess directly, but the
color excess can be taken to be O Lecause the supernova appeared in s faint luminous bridge
of preaumably late type stars between two elliptical galaxies. Furthermore, the two galaxies
are at a very high galactic latitude ( -65°); so there was probably very little absorption or
reddening of the light with!n our own galaxy.

The magnitude measured on 5/2./63 by Chincarini and Margoni (9¢) was very far out of line when
compared to the other measured magnitudes. It was therefore judged to be in error and vas
onitted from the light curve used in this atudy.

The B =agnitudes o) uiatti and Barboh appear to have a zero point error of pB: -0%17 y Loy,

they must be rorrected Ly +0™M7 8o that th.e converted m magnitudes agree with those of ~
Van Lyong and Panarin. The converted V magnitudes agree quite nicely with the magnitudes of

Van Lyong and Panarin without any zero point correction. The B correction was also taken

into account in computing the color excess E(b - V).

This aupernova occurred at the extreme edge of the galaxy sc there was probably not very much
reddening or absorption of its light in its parent galaxy. Thus any zero=-point error irtroduced
by the magnitude convevsions was probably quite small.

T™e B magnitudes of Ciatti and Barbon appear to have a zero point error, 80 they were not used
in constructing the lignt curve for this thesis. They were used in determining the color excess
E(B -V), but the zero point error was taken into sccount. (See also note above for SN19GSHL.)




CHAPTER 7

{. MODEL FOR FITTING THE LIGHT CURVE DATA

Once the observed ligni curve data had been collected and reduced
to 8 common photametric systex, it was necessary to determine a standard
parameter to be usel as a measure of the rate of decline of each of
the light curves. It would have been simplest j:st to fit straight lines
to the rap.d decline portior. of each light curve and to use the slope
of the line as the standard parameter. But many of the light curves
were somewhat fragmentary, and ia some cases the gaps in the data would
have made the fitting of such a physically umotivated function a rather
arbitrary procedure. This was especially true in those cases in whicn
gaps occurred at the verv beginning or the very end of the rapid decline
portion of the light curve. In such caces it would nave been difficult,
an? perhaps -von impossitis, to dct<rmine correctly & mean straight lipe
fit to the entire rapil dc~line region. A better procedure seemed to te
to fit tke light curves with a function which is derived from a physically
motivated zmndel. The physical theory would hopefully guarantee that the
function woild correctly fit through the gaps in the data, and furthermore,
even in curves where there are no gaps, wouid give a better fit to the
data than would s simple straight line. Fortunately there does exist e
physically weil-motivated model for the type I supernova event which gives
a relatively simple functional expression for the light curve. This
model is the optical reverberation theory of Morrison and Sartori.
Morrison and Sartori have described their mcdel quite extensively

in their papers (129, 130), so there is no point in giving anything more
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than a briel description cf it ia this thesis. Basically, the model
assumes that th> light from & supernovi: comes not from the explosion
itself but rather from the response o circumstellar matter tc the
explosion. The explosion produces a strong ultraviolet pulse which in
turn excites flucrescence in the circumstellar asdium at iistances ocut
to about 1 light year. For type I supernovae this secondary radiaticn
is thought to be excited in a helium rich envelope which was formed
around the presupernova star by mass ejection. The propertiss cf such
an envelope have recently beer investigated in a2 paper by Arnett [171).

In the case of type II supernovae, nc appreciable mass ejection is

thought to have occurrei <o that the -oirce c’ the [l icres~ence Iz ~alelly

the incerstellar medium. Thus, type II supernovae are not so luminous
as type 7, and furthermore occur cnly in galaxies which are rich irn gas,
i.e. spirals and irregulars. In addition, the spectra of type II
supernovae are domirated by the lines of hydrogen while those of type I
are dominated by the .. —~ % transition of He II. In both cases the
spectra are characteristic of a low density gas with Doppler broadened
atomic lines present from the first. The optical reverberation model
also accounts quite naturally for the fact that supernova light curves
never exhibit secondary maxima sincc the cbserver is seeing, even on the
first day, 2 considerable amount of light em:tted from regicns several
light months from the explosion. This optical echo effect produces a
smoothing of the light received, which obscures any structure in the

primary pulse.
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The light echc phencmenorn is illustrated in rigure 7-1. The super-

istance L

("
[¢])

ncva is at point S znd cbserver iz =t point C which is st

froe €. The coserver first detects the superncva =t time = zlter the

0=

fe T cmar i w s
elinrtIon Ta-ify

[\

primary explcsion. If the primary explcsicn is
then at time ¢t :Jter this first detecticn the cbserver is receiving

secondary raiiation ‘rom the pcints on the ellipscidal surfszce delined by
r+d=1L-~ ct, a1}

If the nrimery explosion is rot 2 t--"in>ticr vz, T (7 vatre- I-
spread over z time interval t, then the cbserver Is receiviag, at
ctserver time t, light from =zn ellipscidzl shell whcose thicmness is
zeit.

Yorrison and Sartcri constructed their mcdel by considering =
single line of the secondary spectrum ‘e.g., the - — 7 transiticn of
He II) and & 2=7"in~tion primary oilze. AL ROT med caxT Yhe Spertral
1ntensity (M) f the primary pulse was equal toc a ccnstant
valae (dl;)c across ‘-~ Al sorp ic. resoraite whics eyoites te Tine 1i-
question. They assumed that the secondary emitters were dist -ibuted
isotropically about ths supernova. If the number density, absorption
optical depth, and cross-section for absorption at distance r from the
supernova are denoted by n(r), Tv(r), and c\.fr) respectively, and if
the probability that an absorber which is excited to the proper initial
state will decay by emitting the line in question is denoted by a, then

the luminosity at observer time t was shown to be

S (2) = g0e (&), f ar MElf a5 ) (7-2)

2
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where the last integral is taken across the absorption resonance.

This is the basic equation of their theory. They then further simplified
the model by assuming that the sbsorption resonance is aspproximated by

a rectangle of width Av and further that both Av and the number density
n(r) are indepenient of r. This means that 'rv(r) is irdependent of v
within the line and is given by the equation

T(r) = % , (7-3)

wh._ e A is the mean free path of the photons within the uniform envelope.
They were then able to show that the lumincsity is given by

e o fan <t
ey = ( ) ) £ dv): n B (2A) (7-4)
where e and u are the electrcn cuarge and mass, f is the oscillator
strength of the transition, n is the uniform number density and Bl (%t&-)
denotes the exponential integral function evaluated for the argiment

%A" This latter function is defined by the expression

=Xz
B = [ e (7-5)

Morrison and Sartori called the model defined by Equation (7-4)
their uniform model. One cannot expect such a simple model to fit the
entire light curve, and in fact they show that for a d-function primary
pulse, the luminosity defined by Eq. (7-4) always decreases. Hence,
the model is only good for the declining portion of the light curve.
Like almost everyone who has worked vith type I 1light curves, they
sought to fit their model to the exponential tail of the light curve

and were extremely successful in doing it. Pigure (7-2) shows their fit
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to the light curve of SH1937d (in BGC1l003). The rit is vary good over
the range froa about day 75 after naximm to the last recorded obser-
vations nearly 350 days later. Their other fits were just as good or
better; they were, for example, able to fit the light curve for SN1937c
(in ICk1S2) from sbout day 3C to sbout day 60C after meximum. The values
of A for their fits range beiween 5C and 100 light days thus implying
heliu: densities in the range of 1 to % ions cm >.

Although Horrison's and Sartori's fits to the tails of the light
curves are impressive evidence for the correctness of taeir model, they
are not of much use fcr analyzing the data in this thesis since it is
the rapid dec.ise portion of the light curve that is beirg considered
here. But upon inspecting their fits, the present author concluded
that the same model might be used to fit that portion of the light
curve also, if the tail were siaply ignored. Of course smaller values
of A would be expected from such fits since the rapid decline portion
originates rrom the echo interaction of th~ primary pulse with the inner
layers of the circumstellar envelope. The ion densities in these inner
lavers would be expected to be greater than in the outer layers, and thus
the mean free path of the photons would be less.

In order to perform any fits at all with the mocdel, it is necessary
to reduce Eq. (7-4) to an expression which relates observable quantities.
Lumping all the constant multiplying factors on the right of (7-L) into

a single constant value k gives

L) =x zl(gg) : (7-6)

In measuring a light curve, the apparent magnitude m, rather than
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lninocityg. is cbserved. There are at least two vays of converting
Eg. (7-6) to an expression involving m(t). One wvay is based on the
relation -

a(t) - B, = -2.5 log [g:t‘l] (7-7) -

ulurelo aulgodmd'.ethepuklupitﬁe and peak luminosity.
Substituting (7-6) into this expression and replacing the quotient k/Sf_

by a single constant C gives

a(t) - m =-2.5 m[c B, (2%)] . (7-8)

This expression could then be used for fitting the cbserved light curve.

The constants C and A would be the unknown parameters to be determined
by the best fit.

inocher way to redece Eq. (7-6) to an expression invclving megnitudes
is to rewrite (7-7) in the form

To T {o.hl[l(t) -]} =&g ] ;

Substituting (7-6) into this last expression give.:
1 gt
=C
log  fo.u [m(e) - m ]} g (21\) ’ (7-9)

which involves only measured quantities and the two constants C and A

to be determined by the fit. 1In order to choose «nich of the two
expressions (7-8) and (7-9) gives the best fits, it is first necessary
to specify the fitting procedure.
The usual criterion of best fit is the least squares principle ¢
and that is the one that wes chosen here. 8ince both (7-8) and (7-9)

are non-linear in the parameters to ve determined, the procedure
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necessarily involves non-linear least squares. The solution technique
that wvas chosen was a simple iterstion which begini with initial estimates
c(") and A(°) and csl:ulates at each sisp, i, improved estimstes

(1) | cli-1) | o (5)

r ({-
A\i) = A\i 1) > Ah(i),

vhere the corrections &C1) and 8A{1) are obtained by salving a linear
least squares problem. Eqation (7-9) was chosen as the formmlatio» to
use becamuse it gives a much simpler linear least squares problems at
each step than does (7-8).

It is convenient to rewrite Equstion (7-9) in the form

y(t) = CE (-g—-) , (7-10)
vhere

y(t) = (7-11)

n -y .
A light curve congizts of a total of, say M, observed points [ti, -i]
from vhich the set of points ["i’ ’i] can be computed by means of

Eq. (7-11). The least squares probles that must be solved then is that
of minimizing the expression

D -:g [5', - ¢ 5(%18 2- (1-12)

In order to find the ainimm, it is necessary to differentiate D with
respect to the two parameters C and A and to set these two derivatives
equal to zero. Taking into sccount that the exponential i{ntegral,

£ (2) -l‘:; ax,
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has as its derivative
dg, {-') __eE,
daz z
one gets
» M ct, (cti ) .
* =L [vi - ¢ H(e'r)] 5 (=) il
» M ¢ti c ct .
w=X [vi -CE (zr)] 2 ﬂ*[’ a*]= (7-10)

These two equations are anslogous to the normal equations which arise
in connection with linear least squares problems. They are, however,
non-linear in the unknow: parameters = and A, and hence, they must be
solved iteratively. The i%: rative technique that was chosen is based
upon a Taylor series expansion in terms of C auad A. If c(°) and A(o)

are estimates of C and A, then for eich point t , the fitting function

i’
can be written

ct ct al !ﬁ\ll
- C=C )

a=pl0)
I ‘“1 !1 .
. N * (4-29) ) (higher order terms),
A (o)
c=C
s (©)

where the higher order terms are products of the higher order derivatives

with respect to C and A with higher powers of the quantities ( C- c(°’)

and (4‘; - A(o)), including terme with mixed derivatives and mixed powers.
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In order to cbtain a manageable iterative technique, one drops the higher
order terms. Defining & und AA by

L£=C- c(°),
=5 - a0,

calculating the required derivatives, and ignoring the higher order terms
glives

@) (3) ()= -5 =f -

o5 (0)

If this expression is substituted into Equations (7-13) and (7-1Lk),
vith the values C'°) apd 1(°) being substituted also in the multiplying
factor ocutside the square brackets, one obtains, after considerable

algebrajc simplifications, tke two equations

£ Ew) | =18 2R T =t S

y (7-15)

- T a(s‘rds)[nw“’a(gj%a)] :

i=1

(7-1€)
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These two equations arr linear in the unknown parameters AC and AA.

They are, in fact, the normal equations for a2 linear least squares

problem.

If this linear least squares problem is viewed as an over-

determined system of linear equations, then the system matrix is given by

é(0) -

the right hand side vector is given by

!(0) -

(o), [tz
’2"’0"1(;?3)

Yy * c(°)zl(§fa)

and the required solution vector is

[ [ty )
E1(21\(05) R P
cty clo)

5 (Sh) T oo
.°;'u clo)

s (3h) S e

_ e\

v, - o )r.l (;A-lm-)

(.

(.

(

ety

ct,

ety

”
)

=)

(7-17)

(7-18)

(7-19)
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Of course, if M > 2, then the system
(o) (o)

x=0

‘N>

will not generally have any exact solutions. The least squares solution
x(°) is the best spproximate solution, i.e. best in the sense that it
mininizes the sum of the squares of the devistions, s quantity which

can be written in vector-matrix notation as (g(°) - é(c)!_)‘l' (g“" - é(°)5).
The least squares solution is, however, the exsct solution of the set

of normasl equations
[é(o)]ré(o)g(o) =[A(°)]tb.(°)- (7-22)

This last expression is just tic vector-matrix way of writing Eqs. (7-15)
and (7-16) as can easily be verified by substitutirg Egqs. (7-17) . (7-18),
and (7-19) into the above expression.

Once the solution vector 5(°) is obtained, new, and hopefully
improved, estimates of C and A can be calculated by

1) = (o) , (o)

(7-21)
(1) _ z(0), M(o) .

Then the whole process can be repeated, using the new estimates C(‘) and

(1) to compute two new corrections AC(]') and M‘l), which are in turn

A
used to ¢ wpute new estimates c(a) and A(a) s etc. The iterative method
thus consists of solving at each step a linear least squares problem in
order to obtain the next correction to the solution of the non-linear
problem. The iteration is continued until the corrected solution
parameters converge to a suitable number of decimal places (provided

of course that the iteration does converge).
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There are a G=Ecr ~F good ways for solving the lirear least square

LTS TR T

problem at each step. The classi~zal method is to form the norual
equations {7-2C), or equivalently, (7-15} and .7-1{}, and to solve them.
More modern techniques, developed maiilly for use on automatic digital
computers, calculate the solution dir:ctly from the matrix A, Eq. 7-17), .
and tie vector b, Eq. {7-13). One of the latter methods was chosen
for the progrmm used here - mainly because of the relative ease with
which it could be generalized in case a different or more complex model
should be adopted in the future. In such a case it would be necessary
only to chunge the input matrix é and the input vector b to accommodate
tke new model. The remainder of the computer program would not be
changed.

The method that was chosen is th2 Householder orthogcnal factorization

technique which was invented by Alston S. Householder, who refers to it as

rfactorization by elementary Hermitian matrices (132). The specific
algori‘hm that was used has been described by Gene Golub (133). A
PORTRAN program was written for the IBM System 36 computer of the
University of Illinois Digital Computer Laboratory. This program was
designed to accept as input: (a) the light curve data frow the EDIT
program described in the previous chapter, (b) the time limits for which
the fit was desired (e.g. from 10 to Ll days after maximum brightness),

(©) ana A®). 1t set up the iteration

and (c¢) the initial estimates C
and allowed it to run until either: (a) the parameters had converged

to the desired accuracy (L to ° decimal places), (b) a pre-specified,

upper-limiting number of iterations had been completed, or (c) the . ‘s'

parameters began to diverge wildly. For solving the linear least squares



problea at each step, it called a2 subroutine named DLLSG which was
obtained fom tne IMM Scientific Subroutine Package '13~:. This sub-
routine uses the Householder factorization technique to cttain the
solution. The program alsoc used the subroutine EXPI 17<) from the 3ame
Subroutine Package for calculating the values cf the expcnential integrzl
function needed in forming the nntrix:é and the vector b at each step.
The program gave as output the inal "convergec™ value: of tne paramcters
and the observed light curve tcgether with the fitted light curve both
in tabular and graphical form. An example of the graphical cutput is
given in Figure 7-3. The Leight of the vertical straight line at t =
represents the estimate of the peak magnitude a,- The fitted curve

was obtained after > iter-tions of the non-linear least sguares prcgram.
The initial estimates for the two parameters ¢f the it were Cfo}r 1.%1
and A(o) = €.9. The final converged values were C = .3771 and
A=).295.

The curve gives a very good fit of the observed data in the rapid
decay section but diverges widely from the observed data in the slowly
decaying tail. In fact, no attempt was made tc fit the latter segment.
The only data used in the fitting procedure were the observations taken
between t = & and t = X5 duys. There is no need to fit the data outside
the region used for the expansion test. Furthermore, a few test runs
soon revealed that the Morrisor-Sartori Model {s not capable of
simultaneously fitting both segments of the light curve. The results
of three of these test runs are illustrated in Figure 7-.. The observed
light curve for 8N1J6lp was fitted in segments using different fitting

limits for each fit. The fitting limits together with the resulting
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final parametier values C and # are given in Table "-1. The fitting

Table 7=-1
Results of the Fits of Morriscn's and Sartori's Model to Three

Different Regions of the Light Curve for SNl Xxlp.

Fitting Limits Yange in Which
Fit {days after to) c A The Fit is Gocd
{a) 8.6 68 .€ 715 17.5 .3 - 53,3
(b) %-5 9]1’.&: -2!1'6 3"‘?-3 ‘lﬁ': - 68.(.
{c} 52.4 142.3 .0Ak2 137.3 5740 = 13,0

limits are indicated in the figure by the dashed vertical straight lines.
The first curve, (a), gives a good fit to the rapid~declin: part of the
light curve but does not fit the observations over the entire range of
the fitting limits. It diverges noticeably after day 55. On the other
hand it extrapolates backward quite nicely fr-m the lower limit and
fits the observed Gata back to day L.3>. This backward extrapolation
bonus was a very common ormrr-~ce in fitting the early parts of other
light curves. Extendirs the range of the fitting limits to 3.6 ~ 94.5
gave a fit (not shown in the figure) which was very similar tc (a).
Its range of good fit was also L.5 = 55.3 days. Thus including more
points from the tail of the light curve within the fitting limits made
almost no differerce in the fit. The fit was dominated by the points
in the rapid decline portion.

Skipping (b) for the moment, consider the third curve, (), which

illustrates what aappens when the fitting limits include only points

!



from the tail of the light curve. The curve fits the obsersed data over
the entire range of the fituing limits. The observed data for this
supernova go only through 1i€.. days past maximum, but Morrison and
Sartori have given examples {137) in which they were able to fit the
tails of some light curves over ranges of several hundred days {e.g. they
were able %o fit the tail of “he light curve of SN13?7c over a range
cf ~3. days to ~€C0 days after maximum).

Curves (2) and (c) show that the model can be used to fit either
the rapid decline part or the tail of the light curve quite well.
Curve (b) illustrates what happens when one attempts to fit the middle
section of the light curve. It is the poorest fit of the three.
The curve does not fit the data over the entire range of the fitting
limits but tends to favor the earlier part. This inability to succesfully
fit the middle part of the light curve was noticed in other examples
also. It is as though the region where the slope changes from rapid
decline to slow decline &rises from a physical cause that is beyond
the power of the simple uniform model to explain. On eitner side of
this region it seems quite adequate.

It is not surprising that the simple uniform model is not adequate
to fit the eatire declining portion of the light curve. It assumes a
constant uniform density for the envelope surrounding the star. The
formation of such an envelope with a radius cn the order of 100 light
days is very unlikely. One would rather expect a decreasing density
with increasing radius, and this is exactly what the three fits shown
in Figure 7-L predict. The values oi ,\ for the three fits were (a)

17.0, (b) 34.3, and (e¢) 157.5 1ight days. Since A is equal to the
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mean free path of puotons in the envelope, this increasing sequence of
values represents a steady decrease in density. For the first 30 or
L) days the light curve represents the reponss of the denser inner layers
of the envelope and after 5C days or so it represerts the response of
less dense outer lay>rs (or perhaps of the surrounding interstellar
medium). The fact that it is easy to fit either the earlier part or
the later part of the light curve separately, but not to fit through
the region where the slope changes, suggests that the envelope may te
composed of two regions. The assumptions of the uniform model are
approximately satisfied in each region. While this is an interesting
speculative hypothesis, to pursue it further i{s outside the scope of this
thesis. It suffices for the present purpose ‘o have a model that can
be used to fit the repid-decline part of the light curve alone.

In order to test the expansion hypothesis, it is necessary to have
sore property or parameter of the fitted curve which can be used in a
test for correlation with red shift. If a simple straight line fit had
been chosen, then th: natural parameter for comparison would have been
the slope of the straight line. The situation is not so simple in the
case of the exponential integral fit. 1In the case of the straight line,
the slope gives an average measure of tiie rate of decline over the
entire rapid-decline portion cf the light curve. In the case of the
exponential integral there is no easy 'vay to define such an average
rate. Of course one might try to use the slope at a certain "standard”
point in the curve, such as 25 days after t,, or at the point where the
apparent magnitude is equal to m, + . .0, or some other specifically

designated point that could be readily determined for each fitted light
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curve. The fles in this kind of procedure is that the slope obtainzd

would be very sensitive to errors in the estimates of t and/or m .
Ancther approach would be to use some "standard” time lapse on the

light curve. According to Equation (k-1), an observed time lapse At

is related to the time lapse M:o vhich would be measured by an observer

in the same galaxy wita the supernova by

- v
st =8t (1+73), (7-22)

vhere V is the red-shift velocity -- assuming that the red shift is
truly a Doppler velocity effect. Thus one could pick some "standard”
time interval that could easily be determined for each fitted light
curve and could test this interval for correlations with the red-shift
velocity V. One such time lapse would be the time required for the
apparent brightness to drop by a certain amount below peak brightness,
e.g. frmm_ tom + 3®.0. But this kind of time period would be
sengitive to errors in the estimates of B, and to. An alternative would
be to choose some time interval like the time required to change in
apparent brightness from m + 1.0 to m + 3%.0. In calculating this
kind of interval, one would hopefully subtract out most of the effects
of errors in the estimates cof m, and to, and, in fact a series of
numerical tests, which are described in the following paragraphs showed
quite clearly that thig is exactly what happens.

In order tc test for the effects of variations in the estimate of
t the light curve data for SN19%a were run through the fitting program
S times, each time with a different value of to- Th.: same points were

used in the fitting procedure each time, and the value of m, Was aiso



held constant so that the only thing that varied was the estimate of .'o'
The resuits of these tests are summarized in Table "-2. Coluan 1 gives
the estimate of to. Column 2 gives the lower limit of the fitting range
measured in days after t,, and Column > gives the upper limit of the
fitting range. HNote that the limits of the fitting range change by
exactly the same amounts as the estimates of to. This vas done so that
exactiy the same data points would be used in each of the five fits.
Columns 4 and 5 give the final converged values of the parmeters of
the fit. Columns €, 7, and S give the number of days 'measured from to)
required for the fitted light curve to fall to the values m_ - 1®.3,

n .7 and m - ™ 5 respectively. Note that the changes in the
entries along any one of these three columns are almost exactly the
same as the changes in the estimates of to' column 7 gives the number
of days required for the fitted curve to fall from =, ¢ ™. to

¢ 2.5, and Column 1: gives the number of days required to fall from
m, + 17.0 e m + ™ >, The entries in column 7 are obtained by sub-
tracting those in column € from column 7, and column 17 is obtained by
subtracting column ¢ from column 3. The entries in these last two

columns are almost invariant. This lack of sensitivity to variations

in to makes tnese two parameters much beter candidates Tor thne compariscn

parameter than the three quantities in columns 6, 7, and O.

The tests for the effects of variations in the estimate of m  were
very similar to the ones jJust described for variations in to. The
light curves of several superncvae were tested. One of these was
SN1957b, and the result; , which are summarized in Table 7-3, are quite

representative. The estimate of t_ (to = JD2::35967.07) and the fitting
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range (t1° = 3.0, and tup = 81.9 days after to) were held constant
vhile the estimate of LR was varied. Column 1 gives the estimate of
B Columns 2 and 5 give the final converged values of the fitting
parmmeters. Colummns L, S, and € give the number of days (measured from
t,) recuired for the fitted light curve to fall to the values m + 1.0,
¢ ®.), and m ¢ 3.2, respectively. Column 7 gives the mumber of
days required for the fitted curve to fall fromm_+ 1.0 tom_+ .o,

Table 7=3

Effect of Changes in the Estimate of m, on Various Comparicon Parameters it

12.20] .7k | 11.0 | 11.40 22.29 | 35.33 10.89 23.93
12.5] .89 ] 11.2 |13.36 2k.75 | 38.13 11.39 L. 77
12.6’)' 1.07 11.0 1501‘“ 27.30 h0o97 11-86 25-53

end Column 8 gives the number of days required to fall from m + 1®.0
to LI 3.9, The effect of a J".2 variation in = is to produce changes
of approximately 157, 10%, and 7.5% in the parameters tabulated in
columns 4, S5, and 6, respectively. The same variation in m_ produced
changes of only about 4.5% and 3.2% in the parsmeters tabulated in
columns 7 and 8. Clearly, these last two parameters are better candi-
dates for the comparison parameter than the former three.

The comparison parameter that was finally cnosen was the time,
measured in days, required for the fitted curve to drop from the value

m, * 2.5 to the value m, o+ 2’.5. This parameter, which shall be
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denoted by & o’ is relatively insensitive to variations in ths estimates
oflomdto. It describes a region of the light curve which is
completel; contained in the rapid descent portion and furthermore covers
sbout 60-T0% of that region and is centered in the middle of it. Also,
for all the supernovae in this study, the final fitted curves gave

very good fits to the data in that region.

The numerical tests revealed that the goodnesgs of the fit is not
mcn influenced by variations in the values of LR and to. The goodness
of the fit is, however, affected by variations in the fitting range
(i.e. the set of points used for the £it). This fact has already deen
discussed in commection with the light curve for SN1961p. Another series
of tests was carried out using the light curve for SN1937¢. In this
series, the light curve data was run through the fitting prograa 16
times, each time vith a different fitting range. The results of these
tests can be summasrized very succinctly. If the fitting range gives
a good coverage of the rapid descent portion of the curve, then the
program glves a good fit to that portion of the curve even if the filting
range extends somewhat into the flat portion of the curve. The fits ure
somevhat better if only points from the rapid descent portion are
included in the fitting range. Therefore, for all the fits used in
this study, the fitting range was chosen to cover only the rapid
descent portion of the light curve.

The tests on fitting range also showed that if the fitting range
is shifted awvay from t o D such a way as to exclude the first part of
the rapid descent portion but to include the second part together with

several points from the flat portion, then the fitted curves do not



o

glve good representations of the entire rapid descent portion. 8Said
othervise they do not extrapolate bvackwards very well. On the other
hesd, if the fitting range leaves ocut the first part (say half or less)
of the rapid descent portion and includes the remainder of that portion
only, with no points from the flat portiom, then the resulting fits

do extrapolate backwards to fit the first part of the curve very well.
Similarly, if the ritting range includes only the first part (say half
or more) of the rapid descent portion, them the resulting fit extrapolates
forward to give a good fit to the remainder of the rapid descent portion.
Thus, if the fits are carried out properly, then the model achieves one
of the goals that wvas set for it vhen it was adopted for use in this
study. It helps to fill in gaps in the data.

The effects of gaps in the middle of the fitting ranges were tested
also. This vas dore by running another series of 16 different fits on
the light curve data for SN1937c. The fitting range was varied and
each of the 16 fits had gaps in the data which vere introduced by
discarding some of the points in the middle of the fitting range. ‘ihe
results showed clearly that if the fitting range includes only points
from the rapid descent portion and that if the gap in the middle is
not too long (say not more than half the length of the fitting range),
then the fitted curves give a good representation of the data that was
removed to create the gap. It does not make much difference whether the
gap 1s centered in the middle of the fitting range or falls slightly
earlier or slightly later in the range so long as the remaining data

give a fairly adequate representation of the light curve.
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The one rule that most clearly emerged from all the tests on
fitting ranges and gaps in the data wvas that in dealing with a light
curve vhich has gaps, it is essential to include in the fitting range
only points from the rapid descent portion of the light curve. If
the data for the light curve were somewhat sporadic, then it was some-
times difficult to tell exactly where the rapid descent portion left
off and the flat portion began. In such cases, the fits weire carried
out several times for that light curve, using a different fitting
range each time. The fit which appeared to give the best representation
of the data was then chosen for use in this study. One trick which
helped in making this decision was to superimpose the light curve in
question on that of a supernova whose light curve did not have any gaps
and which had the s-me shape as the light curve in gquestion (i.e. the
poorly measured light curve was fitted by a well measured light curve).
The final fitted curve was then chosen to te the one which gave the

best fit to the superimposed well-measured curve.
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CHAPTER 8
THE RESULTS OF THE FITS

All of the light curves in this study were run through the fitting
program described in the preceding chapter. Most of them were run
several times using different fitting ranges in order to get the best
poiasible fit. Nearly 100 fits were made in order to get the final 37
used for this study. All ¢f the fits wvere completed before any attempt
was macde to detect a correlation between the comparison parmmeter Atc
and the redshift symbolic velocity Vr. This procedure was adopted so
that the final choice of fit for each light curve would be completely
objective and uninfiluenced by any presuppositions about the nature of the
red shift. The graphical results of the final fits are given in Appendix
2. The final converged parsmeters of the fits are given in Table 8-1.

Columns 1 and 2 identify the supernova.

Columns 3 and : give the estimates of peak apparent magnitude, n,
and date of peak, to.

Column 5 gives the symbolic velocity of recession, Vr, corresponding
to the red shift of the parent galaxy. These velocities have not been
corrected for the solar motion about the nmucleus of our own galaxy. The
red shifts for some of the galaxies have not yet been measured. In
these cases it was necessary to estimate the symbolic velocity by using
the Hubble law and various luminosity functions for galaxies. The methods
used are described in more detail in the next chapter. These estimates
are the values enclosed in parentheses.

Columns 6 and 7 give the lower and upper bounds of the fitting range
expressed in days after peak brightness.
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Mﬂ.ﬂlﬂk”dmuﬁnmw fit.

Columns 9 and 10 give the final converged parmmeters of ihe fit.

Column 11 gives the value of the camparison parameter uc,thc
mmber of days required for the apperent magnitude to change from
l°+035to-°+f.5.

The main purpose of this thesis is to test vhether there is a
cmelatimmmmpﬂmm&cmth sywbolic
velocity of recession Vr. The prediction of the standard expanding
universe theory is that

s = (1 + f;)(uc)o . (8-1)
vhere (uc)o is the intrisic value of the comparison parmmeter, i.e.
the value that would be determined by an cbserver in the same galaxy
as the supernova. This formula is strictly valid only for velocities
Vr wvhich are small relative to the wvelocity of light c, a restriction

that is completely satisfied by all the galaxies in this study.
Rewriting 2quation (8-1) in the form

B o= () + (ic)g v, (8-2)

emphasizes the linear form of the correlation that is predicted by the
expanding universe hypothesis. Even though the type I supernove
phenomenon is remarkably uniform, there is still a considerable smount
of variation among supernovae in the rates at which their luminosities
decline. Hence, it is not reasonable to expect that (Mzc)o is a single
constant value wvhich applies to all supernovee. This means that the
expected slope of the above linear relation must be calculated from an

estimate of the mean value of (uc)o. The best way to get such an
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estimate is to calculate the average value of (& c) for same collection
of 1ight curves wvhich is thought to be a representative saaple of the
basic parent distribution of light curves. 7J{ is important to make

sure that no bias is introduced into the sample by the effect which is
being tested for. In the present case, that means that the sample should
include only light curves for which the associated values of Vr are so
small that they .an G2 neglected. The sample should include only super-
novae in relatively nearby galaxics.

There are 22 supernovae in this study with values of Vr _ess than
2000 km/sec. All of these symbolic recession valocities are based on
measured red shifts. One of them, SN1961h, has 2 4t value which is much
larger than the othexs. If the other 21 are taken as a sample, the

resulting average value of N.c is

htc’o = 16.6!: days, (8-3)

and the standard deviation is
of(s,),] = 3.89 ams. (8-1)

For SNi1961L, the value of st 1s 29.5 days which is more than 3 standard
deviations greater than the mean value. Since none of the other 21
valuer of At o VAIY mre than 2 standard deviations from the mean value,
it is natural to suspect that SN196lh is an outlier. Therefore, a
standard outlier test, which has been described by F. E. Grubbs (136),

vas applied to the smmple. The test is based on the stat’stic
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vhere :
11$x2513§...$xn, ‘
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- 1 [1
X = em—— F x i
n ol T, 1’ i
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n E
i=1

In the present context, n = 22, andthexi are the values of Atc arranged ®

in increasing order with x being the & for 1961h, i.e. 29.5. The

value of ;n is the averaZe of the ssmple when 1961h is excluded and is

equal to 16.64. When 1361h is included in the ssmple the average x

is ecual to 17.235. The vuiue of the test statistic is

= 00657,

hols"r

S
e value which rejects the cbservation at the 95% level of significance.

Thus the test indicates that 1961h is almost certainly a true ocutlier
and so it will be rejected in the following for any tests involving the
parameter M‘.c. It wili, however, be used for some of the studies in

the next chapter on the absolute magnitudes of superncvae because its

light curve has a very well defined, measured peak. An inspection of i., ‘
. B,
that 1ight curve (see Appendix 2) shows why 1961h is an outlier. SR
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Although the pesk is well defined by the cbzervations, the part of the
curve that is of interest fa’d:tcliniuatc is defined by only the last
three cbservations. The Jbservation preceding the last one appears to
be inconsistent vith the others, being too high. It probably represents
s mearering error. It wvould prisent no problem if there were s large
mmber cther observations defining the light curve, but becsuse of the
pesucity of points, it carries an inordirate weight in the fitting
procedure.

When the &t velue for SN1961h is excluded from the sample of
supernovae with measured symbolic veiocities less than 2000 ikm/sec, the
resulting average value of bk, is 16.64 days. Using this average as

an estimate of (at.) gives

(&)
co _ - -5 (3
- =55%5X10 E}m‘ (8-6)

as the estimate for the slope of the linear relationship given by
Equation (8-2). This is the slope which the expanding universe hypothesis
predicts for the linear correlation between 4t and V_ (it the two are
indeed linearly correlated). The obvious next step is to perform a
least squares, straight line regression of & ooV for all 36 super-
novae in the sample in order to determine whether there is a correlation
and, if so, vhat the slope of the correlation line is. Before doing
that, however, it is interesting to check the distribution of Atc for
the 21 supernovae with V_ 3 2000 km/sec. This distribution is shown

in Pigure 8-1, where the relative frequency of occurrence of o, is
Plotted against the deviation of A from the average value (& ) =
16,64, The histogram is the observed distribution and the smooth
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curve is the normal distribution which best fits the cbservations. Each
box of the histogram is 3.5 days vide and the muber of smmple points
that fell in the box is wi.iiien at the bottaa. The standard deviatiom
for the distribution is 3.89 days. There are not encugh points in the
total sample to apply the Chi-square goodness of fit test, but it is
cbvicus by visual inspection that the normal distribution fits the
cbserved distribution quite well.
smmmnmemtrnmmot(uc)onwm,
the least squares technique is sppropriate for fitting a straight line
relation to the smmple of 36 (V_, & ) observations. (The condition of
normality is not a necessary condition to make the least squares pro-
cedure valid, but it is certainly a sufficient condition). A PORTRAN
program, called LINFIT, which gives the cutput graphically, was written
for an THM 360 compu®er. nterenltoftheﬁttoth%(vr, &c)
observations is shown in Pigure 8-2. The horizontal dashed line

mmmmmdncfwtk%mhts;Mmmu

(3t,) = 18.41 days. (8-7)
The solid line is the least squares regression line,
8t, =17.4 + (3.2 X 107%) A (8-8)

The standard deviastions of the pmrameters are : 0.9 for the intercept
and % 1.96 X 10™* for the slope. The latter value is quite large
relative to the slope itself as should be expected considering the
wvide scatter in the data. The correlation coefficient is 0.271, a
value vhich at first glanc: seems to be 80 low that it would bde
impossible to support the hypothesis that the observations differ

significantly from a randza scatter diagrsa.
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But the significance of the correlation coefficient depends also on the
mmber of cbservations. In the presest case 36 points iz encugh to
assure that the correlatiom is significant. The statistic for testing

t = .rﬂz. (8-9)

the correlstionm is

vhere r is the correlstion coefficient and n is the mmber of points

in the sample. Its distridution is the te-distribution with n < 2 degrees
of freedom. ﬁtnluottchthMc‘uutctl.Gjﬂﬁi-:h
meens that the correlstion is significent at the 3% level. More
precisely the statistical test rejects the hypothesis that the t=—e
Telation is & randam scstter distridbution about a constant mean at the
9% level of significance. The statistic fur testing whether the slope
b of the fitted line differs from some other value B is

...';.:_!, 8-1
ty= 2 (8-10)

m%nmmmuimofm fitted slope. In the case

B =0, t, reduces to t_; i.e., the statistic for testing whether the

fitted slope differs from zero is the same as that for testing the

cor-elation coefficient. Thmus, the probability of obtaining a slope

unmuorlnprmmvma.axm"‘. if the relationship

truly were a randoms distribution sbout a constant sean, is only 0.07.
The classical theory of a static universe predicts a slope of

gero for the relation between uc and Vr. Thms the t-test appears to

reject the hypothesis that the universe is static, in spite of the great

scatter in the data. Put the fitted slope is



1
3.21 L 107 £1.96 X 1o”‘ﬁf .

while the prediction of the classical expanding universe hypothesis is
lﬂqed‘i-‘iﬁllo.s-ﬁc-. Taking B equal to this latter value in
m(&lo)nmt.sl.sﬁ,-mmammm
expansion hypothesis st the 1< level of significamce. Clesrly these
dsta are not good encugh to distinguish between the two hypotheses, but
surprisingly they sppear to reject both of them with a feirly high
probebility! Of course, all of these statistical argmments presume
that the data are not biased by systematic errors in the reductions or
selection effects in the cbeervations. Therefore, the pext step is to
establish wvhether the data are contaminated by such effects.

There are three stages in the reduction of the dats at which
systematic errors could have been introduced: (1) the reduction of

the measured light curves from the photametric system in which they

were measured to the e system, (2) the estimstion of the veak magnitude

loandti-eotpukto,md())theﬁttiuofthetbca—eticﬂ.odclto
the observed light curve (the progr:a may have introduced systematic
errors depending on the mmber of points in the fitting :ange). These
possibilities were discussed in Chapters € and 7. Those cispters
described tests that wire made before and during the reduction prucess
in order to assure that no systematic errors were being introduced. The

results indicated that the reduction procedures would prodvce a consistent
set of light curves, but it is still possible tc test the methods further

using the reduced light curves.
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It is not yossible to test the effects of the reductioas from all
dmmmmum*mmtmem
not encugh exmmpies of same to give meeningful statistical caaperisoms.
The task is further complicated Wy the fect thet the caaparisoms beturen
the variocus systems must be limited to sub-samples containing sepernovee
uithli-illrm-uet'r. It would act be correct, for exwple, in
mmmmmuhm-'mﬂumm
umqu,ummdmmmmm
(annervr)umormwurm-mumm(lmvr),
mmccnlﬁamue-i'r-qmlhandemctﬂch
vould introduce a bias into the comparison. Taking these considersations
into sccount, it wvas possible to maske two comperisons. Using only
wﬂthvr<20wh/uc,thnm]211¢nmth¢m
m-mum-uqmmzthumnmmmn
system. mcwvnmndwma&efwm-”-
mm&c-IT.Olgj.Gﬂndtbmmmforﬂn
reduced B-curves were 18.80 % 6.9%. Sinc2 each of the two averags values
lies within one balf of a standard devistion of the other it is probably
safe to say that they do not differ significantly. In the velocity
msooo<vr<sooo,thcnm3u¢tmsthummm
modinthclulyn-lndithltmuumdinthl"m.
mmmsaucfwmumsmsmzc.mgh.sgm
20.65 £ 1.81. This is very good agreemsnt between curves originally
messured in two very different magnitude systeas.

In testing the effects of the metbods for estimating t_ and m , only
supernovee with V_< 2000 km/sec were used. The results of the tests
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mthmrQMtomnmhmB—z. There were
8 supersoves in the saaple for which the time of saximmm could be .
deternined by imspection. The sverage value and standerd devistiom of -

Bcfwtheuﬁe-vumls.ats.z. Note thet the sverage valmwes

TANME 8-2 .
m'nlusd&efwth'uiusmthththlt.i.to

——.

Wethod Bumber ‘e {hv. £ Std. Dev.)
Observed light curve 8 15.9 % 5.2
Spectrum method {Pskovskii) 2 B.727.1
Foint-k method (Pskowskii) 3 16.3 2.9
Average light curve method (Pskowskii) , 16.3 £ 2.4
Observed color curve method (Rast) 2 19.5 % 2.2
Average light curve method (Rust) 2 15.8 £ 1.3
All Pskovskii estimstes 9 16.8 % 3.2 ’
All Rust estimates b 17.7 £ 2.6

Ot&:fa'dltheoﬂlermwestWtouenudMnm

standard deviztion from the average for these 8. 3ote also the good

agrecaent between the 9 estimstes made by Pskovskii and the b made by

Rust. tberemluofthetestsmtheuthodlfammlom
given in Table 8-3. For 9 of the light curves the peak magnitudes were

estimated directly from the cbservations. The average value of &,

for these nine curves is 15.7 = 4.9. The reduced light curves for all
oftheothanthodltmwermmmofncwichmnuﬂthh .
one standard deviation of this value.

”
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TABLE 3-3
MVdmdl‘hMth'MMOtMlg
Hethed B 8 (k. &St Dev.)
Ghenrved light curve 9 15.7 & 4.3
Average light curve sethod (Psikowskii) ¥ 16.3 & 5.7
Moint~k nethod (Pshovskii) 17.5% 7.9
Point-k sethod (Rast) L 18.5 £ 5.8

It is especially importast to check vhether the nwsher of poiats
used in the rit had a systemstic effect on the result of the fit.
wummm(mvr)mmmm
coapletely cbserved than the more distant (higher V) ooes. All of the
awuwvr>sooo-/mmhamsmmn
the ritting range; all but two of them hed ¥ points or less in the
range. If the fitting procedure should give systematically flatter
fitted light curves vhen the number of fitted points decreases, then
mnMofucmahqmthrforhmrmor
V.- In orfer to test this possibility, st  was plotted against the
mumber ¥ of points torthtampornovutdthvr<2000h/m. This
plot is shown in Pigure 8.3. The dashed line is the average value
E:-IG.&; days. The solid line is the result of :. least squares
straight line regression of Atccnhwhichm

s, = (16.0 2 1.4) + (3.22X 1072 2 6.15X 10°2) * N.

8ince the slope of the fitted line is pnsitive, the smaller values of
N certainly do not produce systematically flatter fitted light curves
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(lacger uc). Parthermore, since the slope is so small relative to
its standard deviatiom it is safe to conclude that the value of R
did not heve azy significanmt systematic effect in the other direction
cither. The valus of the t-stetistic (8-10) for testing the fitted
slope against zero-slope is )2.52). This walue is not sigrificant even
st the 2%% level. The same vilus also applies for testing the
significance of the correlstion coefficiest, vhich was r = 5.12, so it
is clesr that tlere is po sigaificamt correlstion between ot and K.
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CHAPTER 9
. DISTARCE MODI.I, ABSOLUTE MAGNITUDES, AND THE
TEST FOR OBSERVATIONAL SELECTION EFFECTS

The tests described at the end of the preceding chapter established
that the Atc -Vr correlation was not the result of systematic effects
introduced by the data reduction or fitting procedures. There remains
the possibility that systematic effects may have been introduced by
the observations them.elves. Photometric techniques have changed
greatly since 1885, and most of the earlier observations were in
relatively nearby gulaxies, whereas most of the observations in the more
distant galaxies have been made in more recent times. If the changes
in photometric techniques have caused systematic chunges in the cali-
bration of the ‘pg scale, then systematic effects may have been Sntro-
duced into the sample. Furthermore, one must not forget the possibility
that the calibration of the npg scale might, even now, hav: systematic
errors toward the faint limit; but both of these effects are beyond
the control of the present author who can only assume that the care
with which the observations have been made over the years has minimized
errors of this sort. It seems much more likely that systematic errors
may have been introduced, not by changes or errors in the scele, but
; rather by observational selection effects.

i Previous studies (L9, 50, 137) of the peak intrinsic luminosities
. of type I supernovae indicate a range of about }'?0 in peak absclute
magnitude. It is not inconceivable that the more distant supernovae
that have been observed are on the average intrinsically more luminous

thar th? relatively nearby ones since the more luminous ones would be
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the nore easily visible ones at large distances. If all the supernovae
were discovered in systematic searches. this would be a very unlikely
happening sinte a systematic search would be designed to avoid such
selection effects. Some ayapernovae are discovered by accident in

the process of observing something else; and the possibility also
remains that even if a systematic search is not biased in discovering
supernovae, the selection effect could 2nter the sample when the choice
is mede as to which light curves will be measured in detail. If the
sample is contaminated by this effect, and if the rate of fall of the
light curve is correlated with the peak absolute magnitude, the correla-
tion betwee: Atc and Vr might be explaired by observational selection.

Therefore it is important to obtain estimates of the sbsolute magnitudes

of the supernovae in this sample. Such estimates are also quite interest-

ing in themselves.

The pesk absoiute magnitudes of type I supernovae have previously
been studied by van den Bergh (137), Pskovskii(50), and Kowal (L9).
Using a sample of 20 supernovae, van den Bergh obtained the values
My = -18.7 +171 for the average and standard deviation of the peak
photographic abgolute magnitude. Using a sample of 19 supernovae,
Kowal obtained M, = -18.56 £ 0777 for the same quantities. Pskovskii
used a sample of 38 supernovae and grouped them according to the Hubble
type of the parent galaxy. He found a slight correlation between the
peak magnitude and the Hubble type, with luminosity increasing with
the transition from elliptical to spiral ard irregular galaxies. The

average magnitude for all 38 supernovae wa; M, = -19.2 *OTBs.
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Van den rergh's article did not state vhether the peek apparent
magnitudes were correctcd for absarption. Kowal corrected the appereat
magnitudes for absorption within our galaxy [using C.25 csc(b)], but
made no attempt to correct for sbsorption within the parent galaxy.
Sinuc his average value was very close tc that obtained by van den Bergh,
it seems probable that the latter used the same procedure. Pskovskii
corrected the apparent megnitudes for absorption both within our own
and the parent galaxy. This latter correction is probably the reason
that his estimate of the average pesk luminosity is about 0-5 brighter
than those of Kowal and van den Bergh.

Nineteen of the 37 supernovae in this study had partial [and in
some ~ases fairly complete] measured color curves, with indices (B -V)
or (lpg -npv) as a function of time. For these supernovae it was quite

easy Lo estimate the color excesses, either

E(B-V) = (B-V) - (B V), (9-1)
or
Bn-m) = (m -n ) -(n_-n ), (9-2)

by using the method of vertical shifts of Pskovskii's intrinsic color ’
curves [Figures 6-1 and 6-2] to fit the observed colors. The method |
was described in Chapter 6, and the color excesses for the 19 supernovae
are given in Table 6-L. These color excesses made it possible to

estimate the total absorption of the supernovae light by using the ;

well-known reddening celationship,

Mot = R EB-V), (9-3)

where At ot is the total visual absorption and R is the ratio of total
to selective absorption. Since estimates of the value of the constant

R are based on data for our own galaxy, this method assumes that the
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parent galaxies obey the same reddenirg lasw as our cun. While there is
some evidence that certain regions of our cun galaxy nave anomslous
values of R, it is generally accepted (138, 139) that, for the sbsorption

in the V bard, the constant aversge val w@
R=R'il=‘ b (9'1")

applies over wvide regions of the galaxy. As & first approximation it
will be assumel herc that this same value applies everywvhere in all
galaxies (and in the intergalactic medium as well, although inter-
galactic abscrption is probably negligible).

In the 'pg system, Eq. (9-3) becomes

Mg = Rog "EEB-V), (9-5)
where

R_ = 4.18. (9-6)

This equation was used to compute the total absorptions for the 19
supernovae with measured color excegses. Measured E(lp! "pv) color

excesses were converted to E(B -V) by the equation

E(B-V) = 0.85E (npg -npv)- (9-7)

The total absorptions were used to calculate the corrected peak apparent
magnitudes m,. The absorptions within our own galaxy were also computed

using the standard cosecant law (139),

II
Age1 = 0.25 cse(b™"), (9-8)
where bII is the galactic latitude of the parent galaxy. These values

were subtracted from the total absorptions in order t¢o determine the

absorptions within the parent galaxies. For three of the supernovae
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the absorptions calculated for our galaxy slightly exceedei the total
absorptions computed from the color excess. Two of the three parent
gelaxies were ellipticels and the other was an i-regular. Since ellipti-
sl galaxies have smali internal absorptinns, it is probabie that the
bulk of the absorption occurred within our own gilaxy, and the slight
discrepancies most likely represent small random deviations fron the
cosecant law, although one cannot completely rule out a small zevro point
error in Pskovskii's intrinzic color curves. Iz any case the discrep-
ancies were small and the abscrptions wvithin the parent galaxies were
taken to be zero. The cosecant law results were discarded and the
corrections for m, were caiculated solely on the basis of the color
excess.

Once the sbsorptions within the parent galaxies had been computed
for the 19 supernovae, they were divided into three groups, and the
average absorptions for these groups were celculated so that they could
be used as rough estimates of the sbsorptions for the 18 supernovae
which did not have measured colors. The three groups were (1) super-
novae wvhich nppeared in high absorption regions of spiral galaxies
(e.g., in spiral arms), (2) supernovae which appeared in spiral galaxies
but not in obviously high absorption regions, and (3) supernovae which
appeared in elliptical and irregular galaxies. Extreme cases like
SN1962;, which occurred in an emission region, were discarded; and
average velues of the absorption within the parent galaxies were computed
for the three groups. The results are shown in Table 9-1, which also
gives the values which were adopted for correcting the apparent magni-

tudes of the 18 supernovae which did not have measured color excesses.
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Table 9-1
Average Abgorptions ir Various Types of Galaxies

Average Adopted
Grow Absorption | Absorption

Supernovae in elliptical and
irregular galaxies. O!W d-o

Supernovse in spiral galaxies but ot
inside s spiral arm or other high o
absorption region. o7 ¢s

Supernovae inside spiral arms or
other high absorption regions of

spiral galaxies. 1757 1%

These adopted corrections were applied in a conservative wvay according
to the various observers' descriptions of the type of galaxy and the
location of the supernova in it. The large 175 correction was applied
only if the supernovee was definitely described as having occurred inside
a spiral arm. If the location was described as at the end of a spiral
ara or on a projected extension of a spiral arm, or if the supernova
occurred anywhere else in a spiral galaxy, then the smaller correction
0°5 was used. After all 18 pesk magnitudes were corrected in this manner
for sbsorption within the parent galaxies, they were further corrected

for absorption within our own galaxy by means of Eq. (9-8). The cor-
rection calculations are summarized in Table 9.2.

Column 1 is the supernova designation.

Column 2 is the pesk photographic magnitude before the absorption
correction.

Colunn 3 is the B -V color excess. The supernovae without entries

in this column are the 18 which did not have measured colors.

e B
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Coiumn L is the sbsorption within the perent galaxy.

Column 5 contains notes or comments describing the galaxy or the
supernova's situation in the galexy. Asterisks (*) in this columm
refer to notes at the end of the table.

Column 6 is the galactic latitude.

Column 7 is the absorption within cur own galaxy.

Column 8 is the final corrected pesk apparent magnitude.

The next step in the calculation of the peik absolute magnitudes
iz the estimation of the distance moduli of the parent galaxies.

Van den Bergh (137) used 3 methods for estimating the distance moduli:
(1) the radial velocity of the parent galaxy, (2) the mean radial
velocity of the galaxy cluster containing the galaxy, cr (3) the
luminosity classifiration of the galaxy. For the Hubble constant he
used H =100 km/sec/Mpc. Kowal (49) for the most part adopted

van den Bergh's estimates. Pskovskii (50) gave independent estimates
using the same methods plus two other methods whenever appropriate:
(1) the angular dimensions of HII regions in the parent galaxies and
(2) estimates for the brighitest stars in the parent galaxies. He also
used H =100 km/sec/mnre.

Nearly two thirds of the supernovae in this study were included
in one or more of the three studies described above. Whenever possible
the estimates of van den Bergh and Pskovskii were averaged with indepen-
dent estimates made for this study. Since it was necessary to obtain
nev estimates for more than one-third of the supernovae, it seemed
reasonable to get new estimates for all of them. Furthermore, the final
estimate for each supernova was obtained by averaging as many a3z possible

estimates obtained from independent methods including the estimates of
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Teble 9-2
Samary of the Calculations of the
Cerrected Peak Apperent Magritules =,
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This spernova occurred in an emission region--hence the large color excess.

*» 19621

so% 10%9a: This supernove occurred in a peculiar EO or $0 galaxy with a gaseous envelope
containing aany condonsations.
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Pskovski® and van den Bergh whenever svailable. The method of averaging
will be dercribed in more detail below.

The first step in obtaining independent estimates of the distance
roduli wvas to get estimates of the apparent purtographic magnitudes of
the parent galaxies corrected for sbsorption within our own galaxy.

The uncorrected apperent megnitudes were obtained by avereging several
methods as described in Chapter 5 (cf. Table 5-2 and the explanation

of column 8) and are given in Table 5-2. These magnitudes were corrected
for sbsorption in our own galaxy using Eq. (9-8). MNo attempt was made
to correct for inclination effects in the parent galaxies. The corrected
apparent magnitudes are given in column 3 of Table 9-3.

The new estimates of the distance moduli were obtained by four
different methods. Three methods calculated (m -M) by combining the
corrected apparent magnitudes with estimates of the shsolute magnitudes
obtained from various luminosity functions. The cther metkod was based
on the symbolic recession velocity and the Hubble -unstant. The
observed symbolic recession velocities are given in column 7 of Table 5-2.
Only the measured values of vr were used since the estimated values of
VIr wvere themselves calculated using the methods based on sbsolute
magnitudes obtained from the various luminosity functions. The observed
velocities were corrected for the solar motion relative to the lccal
group. These corrected velocities, which are given in column I of
Table 9-3, were used for the estimates of distance moduli. The method

consists essentially in combining the relation
m-M = 5logD-5, (9-9)
vhere D is the distance measured in parsecs, with the Hubble relation

V_ = Hr. (9-10)
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When the Hubtle constant is expressed in the units ka/sec/Mpc and v,

is in km/sec, then D=10"Xr, and the combined relation becomes

\ ]
n-M - 25+51o¢(?’)- (9-11)
Taking H =100 kn/sec/Mpc gives
m-M=15+51og (V). (9-12)

The three luminosity function methods for estimating distance moduli
wvere based upon: (1) the DDO types of the parent galaxies and

van den B2rgh's (140, 141) luminosity classification for late type
galaxier; (2) de Vaucouleurs' (1'%2, 1k3) revised types of the parent
galaxies and van den Bergh's luminosity classification; and (3) the
Hubble types of the parent galaxies and Holmberg's (119) luminosity
classification for galaxies. Methods (1) and (3) are straightforward,
consisting in assigning an absolute magnitude to each galaxy on the
basis of its type in the classification scheme. Method (2) is somewhat
more complicated and requires additional explanation. In his 1962

IAU Symposium paper (142), de Vaucouleurs gave a luminosity function

for his revisea classification system which was apparently based on a
recalibration of van den Bergh's luminosity cls.sses using a Hubble
constant of 120 km/sec/Mpc. Van den Bergh's original calibration is
based on the value H =100 km/sec/Mpc which is the value adipted for this
study. De Vaucouleurs also gave, in graphical form, the r:lationship
between his revised types and van den Bergh's luminosity classes. The

same relationship is given in tabular form in his 1963 Astrophysical

Journal Supplement (143). This relationship was used together with

van den Bergh’s calibration in order to obtain a luminosity function
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which giver for each revised galaxy tyre an absoluce magnitude based
on H=100 km/sec/Mpc. This luminosity function was used for method (2).
For most of the galaxies in this study, the revised type was cbtained
from the catalogue given by de Vancouleurs in the Supplement paper.
In that Supplement he also gave the correlation between his revised types
and the Hubble type. For galaxiez not in his catslogue, thiz relation
was used to obtain the revised type from the Hubble type.

The distance modulus of each galaxy in this study was determined
by as meny as possible of the four methods just described. These
determinations were then combined with the estimates of van den Bergh
and Pskovskii and the tinal values were obtained by averaging consistent,
independent estimates. That is, for each galaxy, all of the available
estimates were compared for consistency and independence. If most of
the estimates were fairly close in value, but one or more was very dif-
ferent, then the divergent value was not included in the average.
Also, if two of the estimates were obtained by the same method, e.g.,
if Pskovskii estimate wrs based on the recession velocity and hence was
identical to the presgent author’'s estimate using the same method, then
one of them was discarded before computing the average. Tre average
values obtained in thiz manner are given in column 5 of Table 9-3.
The mean number of independent estimates used in calculating each of these
average values was 2.6.

The estimates M, of the peak alsolute magnitudes of the supernovae

were calculated from the estimates of the distance moduli by

"o = no - (ﬂ-M) (9’13)
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vhere the ® are the pesk apparert magnitudes corrected for extinctionm.
These spparent magnitudes were given in columm 8 of Table 9-2. They are
repected in column 7 of Teble 9-3. The calculeted pesk sbsclute megni-
tudes are given in colum. 8 of the same table.

For the seven supernovae whose rarent galaxies did not have measured
shifts, the estimates of .Le dfstance moduli given in column 5 were
used to calculate estimates for the symbolic recession velocities by
means of Bq. (9-i2).

The absolute magnitudes calcomliated in this study were compeared
with those of van dern Bergh, Kowsl, and Pskovskii. The details of the
comparisons are given in Apperdix 3. In gene-al the sgreement was gocd
vhen the different methods of extinctien correction were taken into
account. In no case were there any systemetic deviations other thar
different sverage values. The average M, for the Rust estimates was
033 brighter than the M, for Pskovskii's estimates, and the straight
line

M, (Pskovakii) = My (Rust) + 0733

gave a very good fit of the plotted relation M,(Pskovskil) vs. M,(Rust).
The 0733 difference arose from the different methods used to correct
for ab.orption within the parent galaxy. For spira: galaxies, Pskovskil
based his absorption estimates on the inclination of the piane of the
gulaxy, assuming a plsne-parallel model for the adbsorbing material.

It is shown in Appendix 3 that Pskovskii's estimates are in many cases
not consistent with the observed color excesses in that some highly
reddened supernovae had smaller extinction corrections thar only

slightly reddened one. The color excess method used in this study
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do=s ot suffer from this shortcoming since it predicts the absorption
corr=ction from the reddening.

Although the color excess method ic more consistent than the
inclination method, it is important to keep in mind that 18 of the
extinction corrections were cnly rough estimates. The average total
correction for the 19 whose corrections were derived from color
excesses was Txpg = 1710£0796. The average of the 18 eitimated cor-
rections vas K - 0799£0753. The smaller standard deviation for the
latter group is due to the smaller range (0-1!5) of the estimated
corrections. The good agreement between the average values demonstrates
that the methods are consistent in the sense that one did not give
systeratically larger corrections than the other. The corrections were
alsn checked by rlotting the final corrected M, against that part of
the extinction correction attributed to the parent galaxy. The plot
did not show any correlation between M, and the correction, nor did it
reveal any significant differences between the two groups of corrections.

The other large uncertainties in the X, estimates were the estimates
of the distance moduli of the parent galaxies. A plot of M, against
(m -M) showed that there was no significant correlation between the
two. Not only does this mean that the (m-M) estimates did not introduce
any systematic effects into the estimates of M,, but it also means tnat
there is probably no luminositv selection effect in the sample. Thus,
even if there is a correlation betweer the absolute magnitudes M, and
the comparison parameter Atc, that correlation would not be responsible
for the correlation between the Atc. and the symbolic recession velocities
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Before turning to the question of the relation between M, and Atc,
it is interesting to briefly consider two correlations originally
observed by Pskovskii and confirmed by the M, estimates in the present
study. Only the results of these comparisons will be stated here,
but the details can be found in Appendix L. In his 1967 paper -0),
Pskovskii found a weak correlation between the M, and the Hubble types
of the parent galaxies. The present study confiras this trend but the
average values of M, for each galaxy type differ in the two studies in
two wvays: (1) the averages of Rust increase more smoothly along the
sequence of galaxies than do those of Pskovskii, .nd (2) the brightness
increase along the sequence is less for the estimates of Rust than for
those of Pskovskii. Thus, the correlation appears to be more regular
but less pronounced for the estimates of Rust than for those of Pskovskii.
In an earlier paper (145), Pskovskii reported a correlation be:ween
M, and the integrated absolute magnitudes of the parent galaxies, "g al’
The estimates in the present stu’ v >onfirm this correlation even though
there i3 a wide scetter in the M, estimates. For the present sample,

the regression line is
uo = -(2’-9*501) - (0-'-&36 *002-{2) M ’

and the correlation coefficient is g = <0.28. The t-statistic for
testing this correlation is t =-1.67, a value which gives significance
at the 9.7 level.

The main purpose for computing the absolute magnitudes of the
supernovae vas to check for a correlation between them »nd the comparison
parameter M’c’ i.e., between the peak luminosity and the rate of fall

of the light curve. The result of a straight line regression of -M,
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onatcisshounin!‘igure}l. The horizontal dashed line is the
average absolute magnitude ard the solid line is the best fitting least
squares line which has the equation

My = (-18.55 $£0.68) - (0.0512 +0.0359)At,.- (9-14)

The correlation coefficient is 0.237 and the t-statistic for testing
the significance of the correlation has the value t =1.43. This
latter value gives, with 3k degrees of freedom, significarce at ‘he
924 level. A closer inspection of the plot reveals that there may be
an even more significant correlation than that revesled by the regres-
sion, for the points seem to fall into two separated bunds, and each
band by itself shows a more pronounced correlation than the totality
of points. These bands will be discussed in more detail in Chapter 11.
Since there does appear to be a significant relation between at, and M,
it is important to check whether M, is correlated with tae symbolic
velocity of recession. The regression of -M, on Vr is shown in FPigure
9-2. The broken line is the relation M, =M, and the solid line is

the best least squares line,

M
o

(-19:53 £0.20) + [(0-66 £4.33) X107}V,

Since the standard deviation of the slope is nearly seven times greater
than the slope itself, it is gsafe to assume that the slope does not
differ significantly from slope - zero. This conclusion is further
reinforced by the value of the correlation coefficient, p=-0.026,

and the t-statistic, t =-0.15. Thus, the conclusion previously drawn
from the plot of M, against (m -M) is confirmed. There is no significant

luminosity selection in the sample. This means that, though there
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Figure 9=1. Regression of Absolute Magnitude "o on the Comparison

Parameter M’c'
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apparently is a significant correlation between Atc and "o’ it is not
responsible for the correlatior. between “c and Vr.

mwmmammumuo-nc relation (Figure
9-1) suggests that there might be two distinct populations of type I
supernovee. The question of the reality of these two populations and
their consequences in the study of supernova theory and extragalactic
astronomy will be discussed in Chapters 11, 12, and 135; but first,
Chapter 10 will again take up the main subject of this thesis, the

Atc -Vr relation.

TOARTTTET TTNEWCRY TR TR T YTV NE WY, STy e v o

L)

-

-
m e\

. ’A'

0N

»
b
e
LN
i



L

220

23

210

90

s

180

(1A

Pigure

153

1 T
l
L]
(]
o
Oq
[
o | o
L]
[

oo
°
Teo
° ° P
°
°
o 400 8000 12,000 6,000

Vikm/sec)

9=2. Regression of Absoliute Magnitude M on the Symbolic
Velocity of Recession. o



e

ELT2 W

155

CHAPTER 10
COMPARISON OF THE OBSERVID Atc-vr RELATION
WITH THEORETICAL PREDICTIONS

In Chapter 8 a weak but marginally significant correlation wvas
fmmmm.::nmnc (umber of days required for
the brightness to decline from -0’0'-5 to -ooz‘.s) and the symbolic
nlocityofncessionvr. It wvas also shoun that the relation wes not
the result of data reduction or fitting errors. In Chapter 9 it was
shoun that the relation did not arise from an cbservational selection
effect. The relation, which is shown in Figure 8-2, is poorly determined
by the data, vhich have far too much scatter to discriminate reliably
between a static Buclidean miverse (slope =0) and an expending universe
(slope =5.55X10™ days/km/sec), but the surprising result was that
the slope of the regression line (aopo-s.ano‘“u.gsno"‘ days/xn/
sec) rejects both of them at a fairly high significance level - at the
93 level for the former and at the 91{ level for the latter. Therefore,
it is reasonable to ask vhether there are other theories which give
better agresment vith the data even though the data are sdmittedly
rather limited at the present. The important questions at this point
are (1) hov many theories are still consistent with the data, and
(2) will it be possible, when light curves for supernovae in more
distant galaxies become available, to distinguish between these
alternatives?

The most commonly proposed altesnatives to the expanding universe
hypothesis are variants of the "tired light” theory. Ome of the earliest

of these was the steady state theory, circa 1920, of W. D. MacMillan
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(152, 153, 15h) who proposed that "rediant emergy can and does disappear
into the fine structure of space, and that sooner or later this energy
rewppears as the internal energy of an atom; the birth of an atom with
its strange property of mass being a strictly astronomical affeir.”
MaciMilles. suggested that the rate of energy loss is proportiocmal to the
distance traveled so that the radiant emergy decreases exponentially
with distance.

A similar proposal was made some 35 years later by Finlay-Freundlich
(155), who suggested that the red shift is caused by a loss of energy
in radiation fields (perbaps due to photon-photon irtersctions). He
proposed the relation

av _
v

where v-frequency, Aw\=redshift, T is the tempersture of the radiation
field, ¢ is the path length through the field, and A is & proportionality
constant. This relation is consistent vith a linear Hubble law, and
Freundlich combined the two in order to predict limits on the temperature
of intergalactic space. His results, 1.9°K 5 T £ 6.0°K, are sinilar
to the predictions that Gamow made at about the same time using the
"big bang” theory. This prediction is almost universally overlooked
by present-day cosmologists, vho cite the later discovery of the commic
micromave background as the obsecvationel confirmation of a uwnique
prediction of the "big bang”™ theory.

More recent "tired light"” proposals have been based on the notion
ibat the gravitational forces have a finite range (156, 157, 158).
The gravitational cut-off is achieved by introducing an exponential
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attenuation into the equation for the gravitational potential. Similarly,
it is assumed thet the frequency of light y observed at a distance r
from the source is

v = wexp(-ar)
vhere y, is the frequency at the source and 0 is an attenuation constant.
For raall values of r, the exponential factor is well approximated by

(1 -ar) and the relation for observed frequency can be written

v = wil - % r),

vhere H isr Hubble's constant and c is the velocity of light.

There are many other variants of the “tired light"™ hypothesis,
but they all presume that the universe is static and meny of them assume
that it is Buclidean as well. 7The redshif® srises not froa a Doppler
effect tut rather from & physical intersction on the microscopic level
between the light and the medium through which it passes. The distant
galaxies are not receding and since in most cases space is Saclidean,
there are no time diletion effects arising from the transport of signels
through a curved space- Thus the prediction for the cbserved time lapse
At of s macroscopic event seen at a distance is simply st » ot, where
Aty is the time lapse that would be cbserved at the site of the event.
This is the static Buclidean predictior which has slope =0 in the
nc-wummmam rejected at the 93 level by the data.

Another class of theories that have been proposed as alternatives
to the general relativistic expansion theories is composed of generaliza-
tions or extensions of Special Relativity. The mcst femous of these is
Milne's Kinematic Relativity (159, 160). A very lucid exposition or
Milne's theory of time has besn given by Vartin Johnson (161). Milne

o
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proposed that there are two time scales in the universe. One, called
t-time or kinematic time, is the time which spplies on the atomic
scale. The other, called t-time or dQynamic time, is the time which

applies to events on the macroscopic level. The two time scales are

related by the differentisl equation .
&.&, (10-1)
°

where t, is the present age of the universe on the t-scale. Taking as
boundary conditions t = -= for t=0and v=tst, at the present epoch,
the differential equation is solved to give

T -t,loc(—é-)*t . (10-2)
Atoms emit and atsorb radiation freguencies which ere -zonstant in t-mesasure-
According to Milne the question of whether or not the red shift should e
be interpreted as a Doppler effect depends on whether the measurement

of light from distent galaxies is governed by t-time cr r-time. More
precisely, Milne showed that in t-time the number W of galaxies per

unit volume decreases according to

Bt

..——Tﬂ(t' -a) ’

where t is the epoch of ocbservation, d is the distance, and B is a
constant. Thus in the t-time scale the universe is expending. On
the other hand, he showved thet in v-time, N « 1/c?t3 which is independent

of 7, so there is no expension. There is a red shift gince by Equation

(i0-1) the cbserved wavelength X\ obs iz related to the emission wavelength °
‘a by ]
A A A
o obs obs ¢
= or v =i o .
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Because tke t-time of observatior, t,, is later than the time t of emission,

it follows that A obs > k_.

theory is not whether the universe is expanding or static--it is expanding

Thus the important question for Milme's

in t-tire and static in r-time. T.e important question iz “Which
time scale are we using vhen we cbserve the distant gslaxies?”

The event under consideration in this thesis 1s the decline in
luminosity of a distant supernove. This is an event wvhose occurrence
is presumably governed by the macroscopic v-time scale. It follows quite
readily from Equation (10-2) thst for an event whose duration At is
short compered to the present sge JOf the universe, i.e., for an event
such that at < < t,, the time lspse measured at the event is Lhe same
in either time scale, i.e., At - 47r. When the event occurs in a distant
galaxy, there is a long time lapse between occurrence and observation
20 the two time-scales have time to diverge and give different cbserved
time lapses. In the rv-system, the universe is static and the light
travel time between the occurrence and cbservation of the beginning of
the event is the same as the travel time between the occurrence and
observation of the end of the event. This mesns that Ar {(cbserved) =
87 (occurrence), which is the same as the prediction of the conventional
static, BEuclideas: theory.

In the t-system, the universe is expanding so the light travel time
between occwrrcnce snd observation incresses between the beginning and
end of the event. In this case it is easy to show that if the light
travel time is much smaller than the present age of the universe,

the observed time lapse is given by

1/
ot (observed) = (lo-é’—)or (occurrence), (10-3)



160

vhere vr is the radial velocity of the galaxy of ocrvurrence. Since all
of the supernovae in this study occurred in relatively nesrby galaxies,
i.e., in galaxies whose distances are smll fractions of the meximum
distances that have been observed, the light travel times inwvolved are
certainly much less than the age of the universe; so the gbove formmla
applies. The prediction is the same as that of th¢ stsndard expanding
universe hypothesis. Obviocusly, the present test camnot, ever in
principle, distinguish between Milne's theory and the standari theories;
but if it could be shoun by some other means that Milne's theory is
valid, then the test could be used to determine which of the two
tine-scales we use in observing the distant galaxies.

A more recent variation of the special relativistic theories is that
of Stanislaw Bellert (162, 163) who assumed that "the space of events
is a static space, and the red shift is s consequence of the geometry of
that spece.” Using two postulates which he called: (1) the postulste
of equivalence of stationary frames cf reference, and (2) the postulate
of uniqueness concerning the meagurement of electromagnetic wavelength,
he argued that the red shift a\/A, is related to the luminosity distance

D by
M _ kD .
where k =H/c, H being the Hubble constant and c being the velocity of

light. He called the constant k the coefficient of radial do@iw

becuase objects seen from a distance hsve their spparent radial dimensions

4r lengthened according to

Ar=r%°';
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vhere gr' is the length messured at the object and r, is the distance
from the observer to the gbject. The apperent transverse dimensions of
the object are rot changed by the distance, but time lapses are altered by

At = at' (20-5)

where At' is the time lapse cbserved at the site of the occurrence
and At is the spparent time lapse cbserved at distance r, from the
occurrence. Bellert identified the distance r, with the ludnosity
distance D between the occurrence and the cbservation. Combining
equations (10-i) and (10-5), then, gives

st = (1 +%)At',
or, taking z = H\Il’to;

At = (L+z)at". ' (10-6)
Accordirg to Bellert's theory the universe is static, but given an
observed red shift z one car still define a symbolic recession velocity
A r by Vr =cz, and using this symbolic velocity, the prediction of

Sellert’'s theory for the test of this thesis is
Vr
ate = (1 +?)(Mc)°' (16-7)

which is the -ime as the prediction of the expanding universe theories.

All of the theories that have been discussed so far have made
the same prediction as either the gtatic Fuclidean theory or the classi-
cal expansion theory. There is one recent theory, however, which gives
a quite different prediction. That theory is the covariant chronogeo-
metry of I. E. Segal (164, 165). Chronogeometry was initiated by
A. A. Robd (166) who called it time-space geometry. The name chrono-

geometry was coined by A. D. Fokker (167} who regarded it as an alternate
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approach to relativity theory. Segal replaced the Minkowski space-time
M of special relativily with s particular chronogeometry M which is
locally identical to M but geometrically different from M in the large.

Segal's treatment of the theory is very abstruse. He describes W
as "... ihe chronogeometry of appearently maximel symmetry, among those
which do not admit simultaneity.” He contrasted M to M as follows:
"his model ¥ admits the fifteen-persmeter conformal group (more exactly,
a doubly-infinite-sheeted covering of this group) as its group of
causality-preserving symmetries, wvhile Minkowski space M admits only the
eleven.-paranecer group of Lorentz and scale transformatiors. This neces-
sitates a modified definition of time, as the parameter of a one-parameter
group of temporal diaplacements distinct from (non-conjugate to) that
employed in special relativity. The Locally negligible disparity between
relativistic time and this new time becomes significant at large distances.”

An exposition of the development of Segsal's theory is far outside
the scope of this thesis, and the present author has found it aimost
impcssfole to assess the validity of ihe theory because of Segal's
highly esoteric development. It was, however, fairly easy tc determine
the prediction of the theory for the Atc -v. relation, which is the main
subject of this thesis. Acccrding to the thecry, there is a unique,
iovariant. time 71 which in the local neighborhoosi of an event is clsacly
arproximates by special relativistic time t. Suppose the: the event
in question is the emission of a light ray occurring at time 7=t =0.
According to the theory, the variation of the two time scales along the
lignt ray is given by the equation

t=-tan~7 (10-8)
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vhere 7 is measured in "naturel” units {units for which ihe velocity of
11zt is mity)uulvlnesm-g-urd +%utnriesbetveen -= and
+=. At any later point of observation the two time scales are related

by

or 1
¥ “Tvere (10-9)

in terms of the local special relativistic coordinates at that point.
Even though the universe is static, there is a red shift which arises
becguse of the discrepancy between the two time scales. According to
Segal, this red shift is given by

z=tln'(5-)- (10-10)

For small values of t the approximate formuila
z =5 (10-11)

is valid. Since the red shifts of esll the supernovae in the present

¢ample are relatively small (z < .06), this latter formula will be used.
Using Equations (1u-9) and (10-11) it is quite easy to work out the

prediction of the theory for the jt e~V relation. Taking At = (m:c)°

as the time lapse of occurrence and M:c as the observed time lapse, and

using the =elation

At = %:- av
from elizentary calculus it follows that
ot = =t (8t.),-
c T c’?
Substituting equation (10-9) into this result gives
at, = (1+t?)(Atc)°.

Now by Eq. (10-11), t? =Lz so this last expression becomes

sty = (1+z)(at,)q- (10-12)
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Finally, defining a symbolic velocity Vrbyvr=cz (even though the
universe is static), the prediction becomes
at, = (1 +b 1:-)(A':,_.)o- (10-13)

It should be emphasized that this prediction is based on the present
acthor's interpretation of Segal's theory and is not attributed to Segal
hirself who may have different ideas sbout the workings of the two time
scales. (There may, for example, be problems of interpretation similar
to tiose that arose in comnection with Milne's theory.) In the remsinder
of this thesis, however, the term "Segal's chronogeometry” will be used
as a shorthand notation for "Rust’s interpretation of Segal's
chronogeometry -~

7he sbove prediction is quite different from that of both the
Static Euclidean theory and the classical expansion theory. It pre-
di:ts a linear relationship between jt c and vr wvith a slope four times
greater than that of the straight line relation predicted by the expansion
hypothesis. Using the estimate (Btc)o/c - 5.55X10" ey s/im/ sec
obtained in Chapter £ from the 21 supernovae with Vr<2000h/uc,
the slope predicted by Segal's chromogeometry is 2.22 X10™" days/km/sec.
This latter value is much closer to the slope of the regression line

(slope = 3.21 xlo’“

+1.9€ X 10'1‘) then the former. A plot of the
data together vith the regression line and the three predictions are
given in Pigure 10-1. Each of the three prediction lines s the best
ritting straight line having the slope predicted by the corresponding
theory. All hsve slopes less than the least squarcs regression lite.
The prediction of Segal's chronogeometry gives the best sgremment with

the regression line. The t-statistic for testing whether the slope

s S
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of the rexression line is significantly greater than the slope of Segal's
prediction kag the valie t =0.51. With 3t degress of freedom, this
t-value rejects Segal's prediction at only the 69% level. Said another
Wy, if Segal's thLeory were true, then one could expect to cobtain a
fitted slope as great or greater than the one actually obtained about
314 of the time (if 36 ssmple points were used each time). On this
basis it is reasonsble to say that Segal's theory is consistent with the
cbserved data.

Although the predictions of the Expanding Universe and the Static
Buclidean Universe were rejected by the t-test at the 934 and 91%
significance levels, respectively, one cannot in all fairness say that
they are inconsistent with the data in this sample. 7The scatter in the
data is extremely large and the points are not scattered uniformly over
t.henngeinvr. There are only 15 points in the uqlewlthvr>2000
km/sec and 7 of these did not have measured v_ [ef. Fig. 10-1]). For
those 7 points the symbolic veloncities ~ere obtained from estimates
of the distance moduli and the Hubble relation using the value H =100
kn/sec/Mpc. Because they comprise such a large fraction of the points
with V_ > 2000 kn/sec, it is important to determine how sensitive the
fitted slope is to the value of those estimates. 7This sensitivity was
tested by recalculating the 7 v, estimates using both H =75 and H =125
km/sec/Mpc and repeating the regression for each of these two sets of
estimates. The results of these tests are summarized in Table 10-1.

The first row contains the slope of the fitted regression line together
with its standard deviatiorn. All of these slopes are greater than those
predicted by any of the theories. The second row contains the correlation

L
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Table 10-1

Smsitivity Study of the Effect of the Wrlwe Adopted for H
mmw:nof‘tcuvr

BE=TS B = 100 H =125
Sicge of
Regressioa Lise (2.96 £2.05) xlo’L (3-21 21.96) uo"’ (3-3021.588) uo"‘
Correlation
Cosflficient 0.2k 0.27 0.29
Cosg. arison* t - 1.bb t =1.64 t =179
with Static
Buaclidesn 2] 9 96%
Comparison** t = 1.17 t =-1.%3 t - 1.49
vith Bxpanding
Universe art 9g 92
Comperi son*** t = 0.3 t = 9.51 t = 0.59
with Segal’s
Chronogeometry v 69% T2%

* The Static Puclidesn Universe predicts slope - O.
Tired Light theories and Milne's theory with cbservations in r-time
(macroscopic time scale) make the same prediction.

** The Depanding (miverse predicts slope = 5.55 110'5.
Milne's theory with cbservations in t-time (atomic time) and Bellert’s
theory make the same prediction.

e Segal's Covariant amry'pndcu slope - 2-2?.!10”'.
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coefficients. 7The degree of correlation clearly incresses with increasing
N, but even the min'wm value (p -0.2k for H =75) is significant at the
921 level. Bows 2, 4, and 5 contain the comperisons with the theoretical
predictions. In each case the wvalue of the t-statistic for compering

the fitted slope to the predicted slope is given together with the
corcesponding significance level. The Static Buclidean mocdel is rejected
it all cases with significance levels exceeding 90%.

All of these tests indicste that reasonable changes in the walue of
H 40 not produce qualitatively different results in the comperison of
the regression line and the predictions of the three theories; but
both the slope of the regression line and the correlation coefficient
are gensit) - to the value adopted for H, both of them increasing with
increasing values of H. Estimates of H are usually obtained from a
regression of apparent magnitude m on lo,,'(vr) for large samples of
galaxies which hopefully have similar intriusic luminosities. Supernovae
can be used for this regression also, and, in fact, using supernovae
avoids some of the difficulties vhich arise from using galaxies. This
subject will be discussed more fully in Chapter 13 where a new method
for determining the Hubble constant will also be given.

In Chapter 9 it was shown that the no- At.c relation for the present
sample of supernovae apparently consists of two distinct bands which are
well separated (cf. Figure 9-1]. The presence of these bands suggests
that there are two distinet populations of Type I supernovae. If that
is true, then the effect of these twov populations must be taken into
accoun in making the M’c 'vr test (Figure 10-1]. The next chapter
will discuss the reality of the two populations and Chupter 12 will

discuss a method for taking them into account in the jat c -Vr relation.
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CHAPTER 11

THE TWO LUMINOSITY GROUPS

Returning to the apperent existence of two sepearated bends in the 1
"o -Atc relation, consider Figure 11-1, which illustrates the results of
performing regressions sepdarately for the two bands. The upper bend,

plotted as s0lid circles, is well separated from the lower band, which

is plotted as open circles. The gap between the two is everywhere greater
then or equal to 076. The straight lines are the least squares regres- i

sion lines: for the upper band,

M, = (-16.08 £ 0.35) - (0.122 & 0.020) at, (11-1)
and for the lower band,

M, = (-16.74 £ 0.58) - (0.101 & 0.029) at, (11-2)

In the follos g text, the upper bsnd will be called the more luminous

group and the lower band the less luminous group, though it is not yet

established whether the separation into two groups is a true luminosity
effect or the result of a systematic bias in the reductions and calcu-
lations of the estimates of Ho' Table 11-1 gives the merbership of the
two groups together with the corresponding values of Atc and "o'

Teble 11-2 gives some of the parameters which characterize the
relations between Mo and M.c for the two groups, taken separately and
logether. Note that the difference betwesn the mean M o for the 1o groups
1s 1743, a value more than twice the standard deviation in both cases.

The statistic for testing the consistency of two means, il’ §2, is
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Teble 11.1
*he Two Groups of Supernovae

More Luminous Group Less Lunincus Group
sx st ", - | &e, ",
186¢<a 9.1 -19.7 19374 21.% -19.4
191c 18.6 -20.0 1957a 16.8 -18.7
1957¢ 17.0 -20.4 1957v 18.5 -18.3
193% L€ -19.5 19614 19.3 -18.3
195% 8.8 -18.9 1961p 28.1 -19.5
19:ka 14.6 -13.8 1962a 26.1 <19.0
19540 14.€ «19.7 1962¢ 19.9 -18.%
195% 16.3 -19.7 19625 22.1 =19.6
1956a 1.6 -19.8 1962p 19.L -19.1
1959 21.1 -20.4 1963d 18.6 -19.0
1960f 23.1 -20.7 19631 18.2 -18.5
1960r 4.3 -19.8 1963p 15.9 -18.1
19624 18.0 -20.8 19641 18.1 -18.9
19634 22.0 -21.3 1966k 17.% -17.6
19€he 21.4 -20.9 1967¢ 21.0 -18.4
19654 13.7 -19.1 1969¢ 24,1 ~19.4
19663 23.7 =20.6 19714 14.9 «18.L4
1966n 25.1 -21.6
1968e 12.4 <20.3
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Teble 11.2

Msorthcnclatioumuomdne for the

Groups, Taken Separstely and Together

More Luminous Less Luminous Both Groups

Group Group Taken Together
Bamber 19 17 3
% +o(m,) -20.17 £ 0769 | -18.7% £ 0756 | -19.51 & O7gh
Intercept of -
Regression Line | -18.08 + 0-35 | -16.74 # 9758 | -18.55 & 0768
Slope of
Regression Line =0.122 3 0.020| -0.101 & 0.029f =0.0512 % 0.0359
Correlation
Coefficient g 0.832 0.670 0.237
t-Statistic for
Testing p 6.188 3.499 1.425
Significance greater than
Level of Test 99.9%% 99.7% o,
Kic * o(at,) 17.10 £ k.70 19.87 £ 3.71 18.L% ¢ b.33
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where ny» D, are the two sample sizes, and

! 2 2
s =V(n1 -1l + (m, - 1)o, (11-%)
n, + 1, - -3

with 9 0 being the two standard deviations. This statistic has a
t-distribution with (n]. +n, - 2) degrees of freedom. For the present
case t_ = 6.8 with 3i degrees of freedom, indicating that the difference
between the two means is significant at a level exceeding 99.95%.

The slopes of the regression lines differ by only 0.021, a value
comparsble to the standard deviation of the slope in each case. The
correlation coefficients are highly significant in both cases.

The difference between the average values of Atc for the two
groups is 2.77 days. This difference might not seem significant when
compared to the two standard deviations, #4.70 days and +3.71 deys,
but the two samples together contain 36 points, and the t-statistic
for comparing the two means has the value t n " 1.95. This value,
with 34 degrees of freedom, gives a significance level of 97% for the
difference.

The minimum width in the Atc direction of the gap between the two
groups is sbout 5.5 days. (hapter 8 contained a thorough sensitivity
analysis of the effects on the 2stimated Atc valuez of the various
techniques used in the reduction and fitting of the light curves.
That =tudy did not reveal any systematic differences large enough to

account for the gap between the two groups. Furthermore, there does
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.1t Seem to be any axclusive association of either group with on= of
the particular reduction techniques. If the gap dces not represent a
real effect, it must be the result of a bizs in the 2stimates cr .5‘.0
rather than in ;'.tc.

The estimates of Hc were cslculated by the formula
M *m - m-¥,
o ;

where the 'm - M is tne estimated distance .1odulus of the galaxy and
m, is the corrected peak apparent magnitude. A plct of Ho as a function
of m - M) did rot shou any hint of a separation into twc luminosity

groups or of any correlz“icn cf M_ with (m - M). Thus if the gag
wer> caused by systematic biases in estimating the Mo’ they most lik:ly
wculd have arisen in the estimation and/or the correction of the m .
The four different methods for sstimating the original uncorrected
m, were tested rfor systematic differences. The details of these tests
are given in Appendix “. They revealed no strongly exclusive association
of either lumineosity group with any of the methods. Furthermore, the
average values of the: Mo for the various methods are very similar.
Similar tests of the methods of correcting for absorption within the
parent galaxies .described in Appendix ) also show=d no significantly
exclusive association of either group with any of the nethods of calcu~
lating or estimating the correction. The average total correction for
the more luminous group was AML = 1'?1:- z ~.c1l and for the less luminous
group was ALL = '7'?9(.‘1 + 7,74. The difference, "..-".‘l‘,’, is not statistically

significant.
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Arother apprcach %o the effect of the corrections on the final
Mo - btc relation is tc consider the relation that arises when tha Mc
are calculated using the uncorrected estimates of =,- This plet is shown
in Figure 11-2. The abscissa is the same as before, but the ordirate is
based upon the original =, without correction for absorption either in
our own galaxy or in the parent galaxy. The two groups are plotted
with the same symbols as before. Two parallel lines have bean drawn
which essentially separate the points into two groups. There is only
one point in the gap between the two lines. The gap itself has a
vertical separaticn of aoout 5. All of the points above the gap
belong to the more luminous group, and all of the members of the less
luminous group lie below the gap together with four members of the more
luminous group. Thus, 2side from the five members of the more iiminous
group that lie in or below the gap, the uncorrected msgnitudes themselves
display a tendency to separate into two groups when plotted against Atc.

The separation into two groups in Figure 11-2 would probably have
gone unnoticed had there not been scme a priori means of identifying
the points. It appears, then, that it is the correction for absorption
that sharpens the separation intc twe groups. Therz are two possible
opposing interpretations: (1) The separation intc two groups is es~
sentially already presernt in the uncorrected plot and the correction for
absorption within the parent galaxy brings it to a sharper focus by
reducing the random scatter due to the absorption error, or ({2) the
apparent separation into two groups in the uncorrected plot is a random
fiuctuation that is unfortunately emphasized by the small difference,

<ﬁ17, in the average total corrzction for the twe groups. The latter
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view presuppores a chain cf ccincidences that teaken altogether is highly
improbable. Even if the gap ir Figure ll-z were assumed to be a random
fluctuation, the correction process was designed to satisfy consistently
other criteri. which have rothing to do with the location of the points
in that plot. As a further check o= this line of reasoning, Figure 1l-l
was plotted again using only superrovee with messured color excesses or
which occurred in elliptical galaxi:s. Although *here may be considersbdle
errcrs in tne sbsorption correctiuns for this subsample, the corrections
ar: surely all consistent. The two bands were vell defined in the plot
with exactly half of the 22 points in each band. The remaining 1- super-
novae were corrected by either 1% or bty R depending on whetl'er or not
they occurred in & spiral arm. Since there was no strengly exclusive
astocistion of either of these corrections with one of the luminosity
groups cf. Appendix -}, it is almost certain that the addition of those
supernovae to the sample 4id nct introduce any systematic effects either.
It would appear then that the two bands and the correlation within
each band were not caused by flaws or inconsistencies in applying the
estimation and corection prccciures. Th.ore remains the pogsibility that
some of the assumptions in the procedures are incorrect. These assumptions
concern the meaning of the Hubble relation, the value of the Hubble
constant, and the vari-s techniques used in constructing luminosity
functions for galaxies. Even the measurements of the integrasted
spperent magnitudes of the parent galaxies were based on the assumption
that the Hubble relstion is truly linear, this assumption being needed
in order to give the proper aperture asdjustments so that the integrated

magnitudes are consistent for galaxies at various distances. The
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linearity of the relation for galaxies within 30 Mpc has recently been
~hallenged by d2 Vaucouleurs (136), who found two different paratolic

laws for the North and South Galactic Hemispheres. Although a plot of

the positions of the supernovee {cf. Aprendix 6) shows that both luminosity
groups coexist in the same parts of the sky so that the separation into
luminosity groups was not csused by some anisotropy in the Hubble law,

the carrelation within each group may -ave been affected by local non-
linear perturbations in the law. The question of linearity of the Hubble
law will be discussed in more detail in Chapters 13 and 1.

For the present, with regard to the question of the reality of the
twvo luminosity groups, the arguments that have been given here indicate
that the consistent reduction of tne best av=ilable data using the
currently accepted, conventional assumptions support the conclusion
that the groups represent two distinct populations of Type I supernovae.
If one accepts the admittedly speculative hypothesis that nommal distri-
butions have some fundsmental significance in nature, then some further
gsupport for this conclusion is given by the distribution of the magnitudes
for the two groups taken together ond separately. These distributions
are shown in Figure 11-3. In each case the distribution was plotted as
a histogiam of 5 boxes with the width of the boxes being approximately
equal to the standard deviation of the magnitudes in that group. The
distribution for the two groups taken together appears to be distinctly
skewed from a normal distribution, but the two distributions taken
separately appear to be reasonable approximations to normel distribuiions,
considering the smnll sizes of the two smuples. The distributicn for
the groups takz2n tcgether btecumes more sensible, then, shen it is regarded

as the sum of two ncomal distributions.
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supernovae, they ottained e distribution heving two frequency saxime
correspordirg to E end to S$(B)c gulaxies. The presert smmple, which
probably has mary supernovse ir commoe with their sample, has &
similar disiridbution. A comparisor of the two distributuions together
with sr. analysis of the relative frequency of the two luminosity
groups 1:. 3ifferent types of galanies is given ir Appendix ~. Both
lamirosity groups occur irn elliftical galaxies. thus rulisng out an
identificatior. of the two groups with ropulation [ ani II stears.
There appears %0 be = slight trend for the more luminous group to oc~ur
more often ir. gulaxies of later types (Sb, Sc, Irr) and for the less
lunirous groip to predominate in earlier types (2, SO, Sa), but the
numbers ir. the various types sre 00 small to judge vhethe. the trend
is statistically significant. Such a terndency would explair the
correlation of M. with galaxy type first noticed by Pskovskii and
confirmed by this study (3. Apperdix -).

Another more recent attempt to fdentify *wo distinct subtypes of
type | supernovae has been descrid:d by Barbon, Ciatti, snd Rosino
(1-0) who collected the light curves of 2¢ supernovae and divided them
irto two groups vhich they character!zed as dbeing "feast” or "slow”
supernovae. Their criterion for determining whether a given supernova

wag fast or slowv vas somewhat subjective, "fast™ supernovae b2ing



deseribed as showing “peaked maxime with large scpléitude,” while
“slow” supernovee have "broed end shallow maxime.” They arrived at
this distinction b; intercomparing light curves, superimposing them
and shifting them slong both the time and the brightrness axes ir order
to obtair agreement. In this way tney obtained two "average™ light
curves which chara-terize the two groups. In other words, they tried
to divide the light curves into two self-coneistat groups which they
charscterized as teirg fast or slow eccording to the parameters of the
firal average light curves for the groups. Such s procedure is
pecesserily subjective if there is ar underlying continuum of forms of
the light curves. This arbitrariness was probabl; compourded by their
comperison procedure, allowing unconstrained shifts of the lignt curves
in both directions. Furthermore, they made no attempt to convert
light curves sessured in the B-system to the m n—qlt-.

There is little correlationr between the groups of Barbon et al.
and those of the present study. Table 11-3 compares the group mesber-

ghips for the 21 spernovae common to the tws studies.

Teble 11-3

Comparison of the "Past” snd "Slow” Groups of
Barbon, Clatti, and Rosino with the
Luminusity Groups of the Preaent Study

. 1
Barbon et el "Fast” ! g1 ou"
Rust Supernovae Supernovae
More Luminous 3 £
Growp
Less Luminous 5 5
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Figure ll.i ghows the distrioution in Atc of the 21 common superrovae
with the "fast” and "slow” groups indicated bty different shadings.
The large overlap between the two groups indicaves that the Aistinction.:
between fast and slow is somewhat arbitrary. The average Atc for the
two groupe &-e significantly different, however. The average valuer,
A—tc = 17.1% days for the "fast” group and ch = 19.95 days for the
"slow” group, are very close to the avereges for the two luminosity
groups in the present study: Fc - 17.10 days for the more luminous
group and A—tc = 19.87 for the less lumirous grcup. The difference
Detween these la‘ter two averages is significant at the 977 level.
Barbon et al. also found little difference in the average M, for their
groups, with My - -1¢.£2 and M, - -1¢.50 for the "fast™ and "slow”
groups, respectively. The present study gives different aversges for
the two lumirosity groups, Mg = -20.17 and M; : -1£.74. On the besis
o these considerations, the lumirosity groups of this study are
much more likely to represent a true divisic. of Type I supernovae
into distirct groups than are the "fast” and "slow” categories of
Barbon et al.

If the luminosity groups are real, and if the correlations of
My with gt are also real, then these relations will have far-reaching
consequences both in the study of supernovae theory and in extra-
galactic astronomy. Any successful supernova model will have to explain
the existence of two groups having similar correlations between the peak
luminosity and the rate of fall of the light curve, but different
total energy releases. That the pesk luminosity and the rate of fall

in luminosity might be correlated is not at ail surprising. A simsilar
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correlation has been found for ordinary rovae (151), but in that case
the relation between the pesk luminosity ard the logsritlm of the rate
of fall is linear ard in the opposite sense, with the more luminous
novae having “he more rapidly falling light curves.

The relations between ¥, and gt withic ihe two bands are very
such analagous to the period-limirosity relations for Jepheid variable
stars. Thus they should provide a relatiwly precise distance indicatcr
that ~ Lk be ext :nded to much larger distsnces thar the curresntly
available methors of simiiar precision. This new msethod of distance

estimaticn will e discussed in Chapter 1k.




CHAPTER 12
FURTHER REFINEMENTS AND FUTURE PRCSPECTS

rOR THE Atc-—"_ TEST

a

In Chapter 11 it w»« shown that the present sample of supernovee
wvas dravr from two different parent populstions. The two subsamples
have diffcrent average sbsolute megnitudes io a1 different average
values Et_c ¢~ the comparisor parsmeter. The power far discriminating
among cosmological models of the Atc-vr test has undoubtedly beer
lessered by thi- mixirg of populations. As more data become availasble,
the test will surely be performed oc the two groups sepsrately. For
the present there are not enough Light curves savailable ir either group
to give a meaningful statistical test. Because of this fact, a more
refined test was simulated by translating the less luminous group so that
it wasg cunsistent wvith the more luminous group. This was possible because
of the basic similarity of the "o"‘tc relations for .hs two groups.

The slope of the Ho-axc regression line for the oore luminous group
was 0.122 £ 0.020, and the average point was (Kf: - 17.09, ﬁé - «20.17).
The corr-sponding values for the les: luminous group were slope - 0.101 +
0.029 and serasge point - (ZE: .- 19,87, i; = «18.74). Bezause the slopes
vere 30 similar, it seemed natural to rectify the less luminous group by
subtractirg 2.768 days from all of the gt and subtracting 1743 from all
of the Ho. The result of tnic adjustment is shown in Pigure 12.1.

The basic gimilarity of the two distributions is emphatically demonstrated
by the overlap of the two groups. The line is the least-squares regres-
gion line

"o - «(18.2 + 0.28) = (0.115 + 0.016) Atc
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T:.® veconciled mugnitudes were regressed on L in order to check for
luminosity selection effects, and none were found. The reconciled
saxple was theref~re judg>d to be appropriate for ihe Atr: -V!_tcst.

The Vr - At.c relation for the reconciled sample is shown in Figure
12-2. The results are completely similar to those obtained with the
unreconciled sample with Segal's chronogeometry giving much better
agreement with the regiession line than the other predictions. The
values of the t-statistics for ccaparing the various predictions to
the regr:»ssion line are not very =me:ningful since this is only a
simulatiori. The exercise sugsests that the agreement between Segal's
theory and the observed data in the original sample did net arise as
an accidental side :ffect of uging a sample from mixed parent populations.
It further gives an idea cf the kind of scatter to be expected in =
refined sample from either of the populations alone. This in turn gives
information on the kind of data that should be obtaired in the future in
order to strength:n the test.

The t-statistic for compering a fitted slope b to a predicted slop~

B is
b~-B b =-B -
t. = = VvV =V (12-1)
B albf alZAtc Sol (r1 r)

where a[(m:c)O] is thc standard deviation of the intrinsic variation
in at,. For the reconciled sample, the 21 supernovae with

Vv, < 2000 im/sec have a[(Atc)o] = 3,80 days. This is probably a good
estimate of the value that would be obtained from a refined ssmple
drawn from only one of the parent populaticuns. It will be used as such

in the following to calculate the number of points needed to give 957
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tests between various pairs of thecrelical predictions. Equation (12-1)
cawn be used for these calculations ty assuming thst a given pair predicts
slopes b and B. Once the values of b, B, and o[(Atc)o] are fixed, the
value the {-statistic, and hence the significance level of the test,

can be varied only by choosing the sample to vary the quantity

5 = ‘E(vri -V)% . (12-2)

For the present smple, the range is -299<V_< 16,000 ¥m/sec, but the
sample points are heavily concentrated toward the lower end. a fact
reflected by the average and standard deviation, Vr = 3009 :: 3732 km/sec.
The value of S £3 S = 2.21 X 10". This value car be used, together
with the slopes of the various predictions, in Eq. (12-1) to calculate
the power cf a true refined sample with the same Vr distribution to
discriminate betwcen the various peirs of predictionms.

The present reconciled sample had Cn_c)o = 15.56 % 3.80 days.
Using this average value to calculate the predicted slopes gives:

(1) slope = @ = 5.2 X 10'5, for the classi.al expansion
hypothesis, and ¢

(2) slope = 4 (A-c@o =28X lo'h, for Segzal's chronogeometry.
The prediction of tne static BEuclidean hypothegis is, of course,
slope = U, The t-statistics and corresponding significance leveis
for testing the various predictions against one another are given in
Table 12-1. None of the tests is close to the traditional 95% value
though the test of Segal's chronogeometry sgainit the static Euclidean
hypothesis is close tc the less strict 90% level which is accepted as

adequate by some statisticians.
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TABLE 12-1
The Power of a Sample with the Smme Vr-Di:tributim as the Present

one to Discriminale Between Alternative Theoretical Predictions

Test t-statistic | Significance Level

Expension Hypothesis against <303 62%
Static Buclidean Hypothesis

Segal's Chronogeometry against 1.21 884
Static Bucijidean Hypothesis

Segal's Chronogeometry against 0.905 81%
Expansion Hypothesis

All of the regressions of at, on V, that have been performed in both
this chapter and the previous ones gave fitted slopes greater than any
of the predictzd values. These la.ger siopes may have resulted from
the deficiency of data at larger values cf Vr, but the possibility is
open that the true slope actually is graater. If the graatar uiope
persists as more data become available, then the tests of that greater
slope against the gtatic Euclidean and the classical expansion hypothes:s
become more powerful than any of those shown in Table 12-1. More pre-
cisely, if the future data should continue to give slopes spproximately
the same as the results so far obtained (slope = 3.0 X 10"‘ days/km/ gec,
say), then not toc many more data points will be required to reject the
static Euclidean and the classical expansion hypotheses at the 9%
level since the tests are almost powerful enough to reject them already

with the present sample. The test for discriminating against Segal's

LRV I Pl
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chronogeomery would be quite difficult, however, unless the new data
give & slope very much greater thar that given by the present sample.
All of “his is only speculation, and for the present it is interesting
to assume that one of the three predictions is correct and to determine
how many nore data wi'l be required to discriminate between them.

There are threz ways 1o increase the quantity S [Bq. (12-2)] ana
hence the significance level of a given test: (1) increase the pumber
cf points in the smple, (2) increase the dispersion of the sample points
within a given “:ange, and (3) increase the range of sample points. In
the present sample the value of S would have been greater if so many of
the points had not been clustered at the lower end of the range. If
they had been scattered uniformly cver the range, S would have
been 2.77 X 101‘ rather than 2.21 X 101‘. Consider the general case of
a saaple containing N poiats soread wniformly over a range
C SV, SV . The mean value of such & sample is Vr = vl/2. The value

of 8 is given by

v
= _frm V. \2
s=s =f (v-rq)g_dv,
o 2 v
m
which gives
8 =V N—’ . (12'3)

u m V12

A uniform sample would give the most pleasing vr - Atc plot, but a
more effective sample for increasing S would be one with half of the
sauple points clustered at each end of the fitting rsnge. The mean
of such an end~-points sample would still be Vr = V_/2, but the value
of 6 would be
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S =8, = x::_-) =:_-Ju_ . (12-4)
Combining Eqs. (12-3) and (12-h) it is easy to see that if ¥ is the }

number of points with & uniform distribution in Vr required to give a
certnnvuues=su,thenthewerlmofpoints in an end-points
distribution vhich would be required to give the same value of S is
only K, = K /3.

The range of the present reconciled sample extends to 16,000 km/sec.
At this distance, the deviation betweea the best fitting straight line
for the expansion hypothesis and the slope = O straight line for the
static Buclidean hypothesis iz only 0.83 days. The standard deviation
of the intrinsic variation of &t  is 3.30 days, a valus 4.6 times greater
than the deviation between the two ur-dictions. To exiend the range of
the observations to the point vhere tue deviation between the predictions -
is equal to the intrinsic standard deviation would require observing out
to V_ = 75,000 km/sec. Assuming H - 100 km/sec/Mpc gives

Ve
m-M:SIOG(?)‘5;39'S

as the distance modulus corresponding to this velocity. The average

absolute magnitudes of the twn luminosity groups are io = «20,2 and

'l'l'o = «18.7. The corresponding pesk apparent magnitudes when the super-

novae are at distance m - M = 39.5 are s = 19.1 and ., = 20.,6. In .

order to cbtain light curves for the kind of analysis done in this thesis,

» .-

it is necessary to measure down to about s ¢ s, Allowing 1.0 mag.

LT <rem,w
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for extinction in our oun ar”~ the perent galaxies means that the cbserving
equipment must be sble to reach the limits m = 22.6 for the more luminous
group and m = 24.1 for the less luminous group. These limits are "rithin
the capebilities of present equipment at large observatories.
’!hevr=75,000h/secrm¢eis quite arbitrary and the tests can
all be made with samples taken out to :ll]lerl.i.litingvr, but the
smaller the range, the greater is the smmple size required to make any
of the given tests definitive. Table 12.2 gives, for various limiting
V, the smmple requirements for discriminating at the 95% level of sig-
nificance between pairs of the three alternative hypotheses that have
been d’scussed. The mmbers of sample points required are given in esch
case for both a uniform sample and an end-points ssmple. These numbers
{which should be regarded as approximate indicators rather than rigid
specifications) were obtained by using Egs. (12-1, 12-2, 12-3, 12.k)
and s table of the t-distribution (172). The numbers enclosed in
parentheses should be regarded as "foraal” estimates since, in actual
practice, more sample points would probably be requirced to eliminate
the possibility of spuricus small sample effects.
The mmbers in the table indicate that if fegal's hronogemmetry
is truly the correct hypothesis, then the present sample can be easily
extended to vi.rify this even without going to a fainter limiting V..
Atvw-m,ooon/mmuwmuum-msmma
be required to eliminate the static Bucliuean hypothesis. Of these,
the 8 points st lower end of the range are already in the sample (in
foct, there are 21 supernovae vith V_ < 2000 km/sec), and two of the
points at the higher end (8M19550 snd 8N13622) have alresdy been
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TABLE 12-2

Sample Requirements for Discriminating at the 95% Level of Significance

Between Pairs of Altenste Predictions for the

Slope of the V_ - st Relation

Upper Limit of Semple Range, V___=

16,000 25,000 36,90 73,000

Limiting More Luminous Group 19.3 20.3 2.1 2.6
Magnitude
Required Less Luainous Group 20.8 2.8 22.6 ok.1
Classical Uniform 680 280 130 35
Expansion Saaple
Hypothesis
“.
Stetic
Buclidean | End-points | 228 ok L% 12
Fumber of | Hypothesis| Sample
Smple
Points Segal's Uniform Ls 20 12 (5)
Required Chrono- Seaple
to geometry
Reliebly vS8.
Discriminate| Static
Alternative | Hypothesis Seaple
Hypotheses
308!1'8 Uniform 15 35 17 (7)
Chrono~ Sample
geometry
vs.
Classical
Bxpansion | End-points | 26 12 (6)  (3)
Hypothesis Sample

............._._......-4.“.”.
-
L
t»
~
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obtained. So the smple needs only six more light curves for supernovae
with v~ 16,000 km/sec. The limiting magnitudes required to cttain
these light curves are attaineble with telescores of intermediate size
equipped with image tube devices. According to Drake Deming (173) the
L0 inch telescope at Prairie Observatory could be useé to obtsin the
basic light curve measurements, althoigh, if photographic techniques
were used, the photoelectric ccaparison sequence would have to be
obtained using a larger instrument. The r:dinzl velocities would also
have to be measured with 2 larger instrument.

The test of Segal's chronogemetry against the classical expeansion
hypothesis would be slightly more difficult since 11 more light curves
at the upper end of the range would be required. Both of the tests
ne.:ame much 2asier with instruments which can measure light curves out
ts V= 25,000 rc/sec, and in fact there is 1ittle need to go further
out to verify or disprove Segal's {haeory.

If the additional data produces fitted slopes more in agreeaen’ with
the classical expansion hypothesis or the static Buclidean hypothesis,
it is ebsolutely essential to sample o:t to a greater limiting V r in
order to discriminste between the two. Even with V___ = 36,500 km/sec,
an end-points sample would require 22 light curves at the upper end of
the range. But at V . = 73,000 kn/sec only 6 new light curves would
be required and this is well within the capabilities of a large tele-
scope. Not all of the observations would require the large telescope
since the peak apparent magnitude is 255 brighter than the faintest
that must be reached. Any effort of this sort w\.ﬂ.d require the close

cuoperation of the various systematic supernove search projects.



196

The Palomar superhove search in 1972 (174) discovered 13 new
supernovae, seven of which were in snonymous galaxies with -p‘ z 16.5.
‘These seven wuld certainly have been gool candidates for the tests
involving Segal's chronogeomeiry. It would probsbly be necessary to
search to even fainter magnitudes thar is currently done in order to
reach the v_x needed for testing the expansion hypothesis against the
scatic Buclidean hypothesis, although two of the supernovae that were
discovered occurred in galaxies of magnitude 18.5.

The peak magnitudes obtained in the process of gathering further
light curves for the vr - At e relation will also be very useful for
determining the correct slope Lf the log (Vr) -n, relation. This rels-
tion, which is one of the mx st important vbservetional relations in

cosmmology, is the subject Lf the next chapter.
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CHAPTER 15
THE RED SHIFT-MAGNITUDE RELATIOF. AND A NEW

METHOD FOR DETERMINING T:E HUBBLE CONSTANT

The most fundamental relation in modern cosmology has been the
velocity-distance formula. Although some of the earlier workers believed
that the relation is a quadratic [cf. Lundmark (169)], it has been almost
universally accepted since the time of Hubble's fundamental workx in the

1950's that the relation is locally linear, having the form

\lr = Hr (13-1)

wvhere K is the Hubble constant. A great deal of work in the last decade
has been devoted to secking the departures from lirearity which are
predicted for very large redshifts by the conveniional Friedmann expansion
models, but almost no one has questioned the iinearity for red shifts
z less than about 0.3.

Estimates of H are usually obtained from a regression of log(vr)
on apparent magnitude m for large samples of galaxies which hopefully
have similar intrinsic luminosities. Following the development of
T. A. Agekyan (168), let m be the meagured apparent magnitude, am
be any correction needed in that measured value, M be the absolute magni-

tude and r be the distance to the galaxy measured in parsecs. Then,
(m-pm)-M = 51logr=-5. (13-2)
According to the Hubble law, this expression can be written

(m-m) = 5log (V) -5-510g (H) +M.
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Takirg a #hole collection of galaxies with average absolute wegnitude

M, co= cs= write for each of them
(m; - m) = ’51o¢(v,i)'f(i-s-=1o¢u)*(mi -K. (23-3)

These expressions are the ecuations of condition for a regression of
(-i. -mi) on log(vr). The result of such a regression is a straight
line

(= -om) = A-log{V ) +B, (a3-%)

vhere A and B are the parameters of the fit. The M, -M behave like
random errors, averaging out to zero, so one can estimate H from the
expression

B=M-5-51logH, 13-5)

if one knows the value of M.

Note that the value of A should turn out to be very nearly S or
else the linear Hubble law is not valid. It has been a common practice
in recent ycars to assume the validity of the Hubble law and hcld the
constant A fixed while performing the fit. when grlaxy magnitudes are
used for (mi - pi) » such a procedure does not provide an independent
test of the linear Hubble law no matter how well the resulting line fits

the data and no matter how small the scatter in the data. This point

has been demonstrated by Segal (165), whc pointed out that the measurement

of the galaxy magnitudes By requires an assumption of a cosmological
model in order to determine the aperture corrections needed to give
consistent magnitudes of galaxies at varying distances.

The basic problem is that galaxies have finite angular extent and
diffuse boundaries. 1If the rame sperture is used for both distant and

nearby galaxies, tne magnitudes of the distant galaxies will be
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systemetically too bright because a greater portion of the luminous
disks will be included. The form of the correction uniortunately depends
on the geometry of space-time, i.e., on the assumption of a commological
model. Segal showed that this problem cannot be avoided even by con-
fining the sample by observing only very narrow central portions of
galaxies wvith small red shifts (say z < 0.1). In particular, he proved
that such low z observations cannot distinguish between the Hubble Law,
z « r, and the quadratic, "Lundmerk Law,” z « r2, [ef. (169)). He did
this by showing that if either one of the two laws is actually velid and
if the obgervations are made twice, once with the aperture correction
designed for the Hubble law and once for the Lundmark Law, then both
sets of observations will agree with the corresponding law no matter
which of the two is actually valid. Thus, galaxy observations cannot
provide a model-independent test of the linearity of the relation.
The recent monumental work of Sandage and his collaborators proves
that if the observations and reductions are mede in accordance with
the Friedmann models, then the results are consistent with a linear
Hubble law. It is still possible that if the same observations are made
and reduced in accordance with some other theory, the resul: might be
a completely different velocity-distance relation, e.g., a quadratic law.
Segsl's Covariant Chronogeometry predicts a quadratic law for small
redshifts. In (165) he showed that if the observations are made in a
frequency range vhere the spectral function of the source is of the
form £(v) « 1/\>, where a is called the spectral index, then apparenmt
magnitude m is related to red shift z by

m=2.5logz-2.5(2 =a)log(l +2) +C
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where C is a constant whose value depends on the absolute msgritude M.
For all reasonable values of 0 and for small values of z, this expression

reduces to

ma= 2.5logz+const., 0 < z <O.l. (13-6)

To see that this expressior actuaily corresponds to a quadratic velocity

distance law, it i. easiest to substitute such a law into Eq. (13-2).
Taking z=k2r2 where k2 is a constant gives rzzi/k which, when substi-

tuted into Eq. (13-2) gives

(m-pm) -M = 5’.o¢(zi/k) -5,
or
m- Slog(zé)"-[lh-a-‘)'lolk'ﬂ:
which can be written

m = 2.51log2 +const.

To support his claim that the local red shift-distance relation
is quadratic, Segal cites a 1962 paper by G. S. Hawkins (170) and a 1972
paper by de Veucouleurs (146). Hawkins used the galaxies in the classic

study of Humason, Mayall and Sandage (118) to obtain the regression line
m = 2'26 lqz +bc6),

which gives a red shift-distance lav of the form z « r2'22, and interpreted
the result as evidence for a qusdratic law though he admitted that,

"A linear law can only be obtained from these data by postulating that
systematic blases, such as selection effects, exist; and by weighting

the observations in some way s0 as to ramove the suspected bias.”

De Vaucouleurs calculated the distance moduli of a sample of nearby

groups of galaxies (r < 30 Mpc) using several methods and extensive

S
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cross-checking to obtain consistency. When he plotied red shifts against
his final distance estimates he obtained an apparent quadratic variation
which he attributed to a local anistrcpy in the expansiorn lawv (presumably
csused by the "local supercluster”).

Both of the above studies involved galaxies and hence are subject
to the sare criticicas that Segal invoked in his arguments abcut the
aperture effects. One way to avoid some of these difficulties is to use
supernovae for the analysis. Supernovae are point sources, so there is
no need to worry about sperture corrections. Thus they are ideal
candidates for determining the redshift-magnitude relaticn.

The redshift-magnitude relation for supernovae has previously been
studied by Kowal (L9), who ro:lowed the usual practice ¢’ holding the
slope A fixed at the value 5.0. The 29 supernovae in this study with
measured red shifts were subjected to the m-log(vr) analysis, but both
parameters were allowed to vary in the regression. The peak apparent
magnitudes mo of the supernovae were used asg the m, - The syrxbolic
velocities were corrected for the solar motion relative to the local group.
In working with galaxies the corrections Ami consist of: (1) the aperture
effect, (2) the light travel time effect, (3) the K-correction for the effect
of the red shift on the spec:rum of the gaiaxy, and (4) the correction
for absorption [cf. Humanson, Mayall, and Sandage (118)]. The first
correction is unnecessary for supernovae. The second correction is only
required for z 2 1.0 and hence does not apply for this study. A great
deal of work has been lone on deriving K-corrections for galaxies, but
the spectrum of a supernova is very different from the spectrum of a
galaxy; so the same K-corrections cannot be used. The red =h!"ts in

the present sample are all relatively smali (Vr < 16,000 km/sec), and
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the pass band for the mpg system is fairly broad; so the K-corrections
were assumed to be negligible. In the case of galaxies, the fourth
correction is accomplished easily using the cosecant law, but for super-
novae the absorp%ion correction is more difficult because of absorption
within the parent galaxies. This problem was discussed ir detail ir .
Chapter 9. The corrections that were calculated there were used to

correct the magnitudes for the m -log(V ) analysis.

Taking the corrected peak apparent magnitudes for m, + Me, in

Equation (13-3) gives

m = 5log (v, ) +(M-5-51ogH) + (M, -H), (13-7)
i i

and zZquation (13-4) becomes

m = Alog (vr) +B. (13-8)

The results of the regressior of m on log(V l_) are show: in Figure 13-1,
which follows the standard convention of plotting log(Vr) on the y-axis -
and m_ on the x-axis even though log(vr) was taken as the indeperient
F variable in the regression. The two different luminosity groups [cf. j
| Chapter 11] are indicated by different symbols. The supernova SN1961h ‘
was also included in the regression even though ins light curve was
not complete enough to give an accurate value of Atc so that it could
be classified into one of the luminosity groups. The two supernovae
SN1939% and SN1963i (indicated by arrows) were juiged to be outliers
and were not included in the regression. Their symbolic recession o !
velocities were 345 and 140 km/sec, values of the same order of magnitude
as the random peculiar velocities of galaxies; so it is not surp ising

that they deviate so far from the fitted curve. -
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Figure 13-1 also shows the best fitting lines for a linear Hubble
law (slope =5.0) and a quadratic Lundmark law (slope =2.5). The quad-
ratic law clearly fails to fit the data, but the agreement between the
best itting linear law and the regression is not as good statistically
as the figure might lead one to believe, although it is obvicus that the
linear l1lsa gives a much better fit to the data than does the quadratic

one. The slope of the regression is A=4.16 +0.4L, a result which is

comparable to some of the slopes obtained for galaxies by Humason, Mayall

and Sradage {118). [They obtained, for exampie, a slope A =4.33 £0.38
using a sample of 90 Sc and SBc galaxies with 2.2 < 1og(vr) < L.0.)

The correlation coefficient for the regression is 0.884, and the
t-statistic for testing it is 9.476, giving significance at a levcl
greater than 99.9%). The t-statistic for testing the slope against
slope = 5.0 is t =-1.904, a value which rejects the linear Hu)ble law

at about the 96.4% level. More precisely, if the Hubble law were truly
valid, ther the probability of obtaining a slope as low as A=4.164 by
chance it only 3.6%. The quadratic law is rejected at an even greater
level of significance (greater than 99.95%).

At this point one should not attach too much significance to the
apparent statistical rejection of the linear Hubble law. The sample
does not extend toc very large red shifts. For the smaller values of
log(Vr) , the random motions of the galaxies are comparable to the sys-
tematic Adistance effects. Because of the weighting introduced by taking
logarithms of the Vr, variations introduced by these random motions will
be unsymmuetrical and predominantly downward in the diagram. Another

possible source error is the abgorption corrections. These should not

Fy
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cause systematic effects in a large sam.le, but in a smell sample ther:
is a slight probability that 2 or 3 very inaccurate corrections in the
same direction at one end of the disgram could introduce a bias.

Another intrinsic source of error in the present sample is the large
ascatter in absolute magnitudes vhich was introduced by combining the
tw> distinet luminosity groups. It is apparent from Figure 13-1 that
the two groups do have distinct luminosit characteristics, for even
though they are not widely separated in the diagram, the points for the
more luminous group lie systematically to the left of those for the less
luminous group. In Chapter 11 the means and standard deviations for the
absoiute magnitudes of the two groups were estimated as ﬁo = =20.17 10?69
and ﬁo = ~18.7h t0?56. Taken separately, each group gives a much better
approximation to the ideal single-luminosity class. The log(vr) -m
analysis wag therefore periormed on the two groups separately even though
the number of sample points in each case was small. The results of all
of the regressions are compared in Table 13-1. The correlation coeffi-
cient was improved in both cases by taking the groups separatdy, but
both of them rejected the linear Hubble model at a high level of statis-
tical significance. The analysis was also performed on the reconciled
sample discussed in the preceding chapter. The results, which are
illustrated in Figure 13-2, are very similar to those given in Table 13-1,
with both the linear and quadratic laws being rejected at high levels
of significance.

Althoigh the present date seem to indicate that the true velocity-
distance relation lies somewhere between a linear and a quadratic law,

it is important to keep in mind that the present sample is dominated
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by relatively low red shifts. Not only are the relative errors due to
random motions grester Zor low red-shict galaxies, but they are also given
an inordinately high statistical weight by the use in the regression of
the logarith=ic scale for the vr. The relative weights of the points

are quite different when plotted in linear scales as Vr[h/ sec] against
r(Mpc]. Furthermore, there is a growing body of evidence [cf. de Vaucouleurs
(146), Rubirn et al. (171)] that the velocity~distance relation for iocal
galaxies deviates significantly from that »f the gemeral field. Therefore,
until more data are available on supernovae with symbolic velocities
greater than, say, 2500 km/sec, it would be premature to rule out the
linear Hubble law. By the same reasoning, it is also too soor. to reject
the quadratic Lundwark law.

If the linear Hubble law is accepted, then the best fitting line of
slope - 5 for each of the luminosity groups, combined with the M - -Atc
regression line for that group, provides a new method for estimating
the Hubble constant. Figure 13-3 shows the two best-fitting lines with
glope - 5. Together they appear to give an adequate fit of the two
luminosity groups. The idea for estimating the Hubble constant is based
on Equation (13-5), [B=M-5-51ogH], although that equation cannot
itself be used because the average absolute magnitude M =ﬁ° is not known.
In Chapter 9 estimates were given for the values of Mo for the supernovee,
but these estiaates were calculated on the assumption that H =100 km/sec/
Mpc. The basic equation for estimating "o had the form

v

Ho = m ¢ Slog(-‘-{-)+ constant

: o+ S log (vr) -5 log (H) + constant.

™
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Of course, some of the estimates irere cbtained from galaxy luminosity

functions, but most of these were calibrated using an assumed value or

i, and the formula for changing the calibration value is derived from

the above equation. The important thing to notice about the equation

is that any error in H produces the same constant error in <11 cf the .
"o’ This means that the "o - At ¢ relations defined by the two luminosity

groups may have zero-point errors, but the slrpes are not affected by

variations in H. Thus, the slope, a, of the regression line

M, = apt, +b (13-9)

for each group is correctly determined by the data, but the intercept

b is in error by an smount which depends on the error in H.

The regression line (13-9) passes through the average point

(Fc'c', %) so Eq. {(13-9) can be substituted into Eg. (13-5); solving for
log(i) and at the same time converting H to units of km/sec/Mpc gives

W&

log H = 1/5 (aATc+b-S-B) +6. (13-10)

The only unknown on the right hand side of the equation is E

In order to use Eq. (13-10) it is necessary to find a method for
estimating b independently of H. In particular, what is needed are
supernovae occurrences in galaxies wvhose distance moduli can be determined
by some independent means. If (m-)dl)k is such a known distance modulus,
then substitution of Eq. (13-9) into the identity m -M = (ll-)l)k
leads to

b-m -ast, -(m-M). (13-11) .

The values of m, and At are measured and the value of a is correctly

s
)
determined by the regression cf the estimated Mo on Atc. Computing a . i
1
!
1
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corrected b by this method amounts to shifting the regression line (13-9)
vwtically along the “o axis until the absolute magnitude that it pre-
dicts for the supernova in question is consistent with the magnitude
calculated by "oz-o - (--u)k. The final estimate of b should be the
mesn of several independent determinations of thia kind in order to
average out the intrinsic luminosity veriation of the supernovae.

The method just outlined for determining H removes one of the
principal difficulties associated with the classical methods which use
the relation Vr=ﬂr. That difficulty is to select galaxies that are
near enough so that their distances can be determined by primary distance
indicators like cepheid variables, novae, brightest stars, angular
dimer.zions of HII regions, etc., and at the same time are far enough
awvay so that their peculiar velocities (~ 300 km/sec) do not significantly
contaminate their red shifts. This is & problem that may not even be
amensble to a solution by averaging if the red shift-megnitude relatior
for local galaxies actually does deviate significantly from that of more
distant ones. The present method avoids the problem because it does not
require the symbolic velocities. It must be used with care, however,
because 0" the apparent coorelation between Atc apd V r” The value of
the slope, s, in Egs. (13-10,11) and the value of EE; in (13-10) should
be determined by samples of relatively local supernovae. The latter
parameter is more sensitive to this effect than the former. If there is
no luminrosity selection in the ssmple, then a subsample containing the
more distant supernovee will heve the same proportions of low Atc and
high 6y values as a subsample of nearer ones. The Atc valus for all

of the supernovae in the former subsample will, however, be systematically
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higher than the ones in the latter because of the Atc -Vr corralation.
The net effect on the M, - Atc diagram will be to increase the scatter

ir. the direction of the m:c-uis. As long as the sample does not extend
to such large distance that the M, - M’c correlation is destroyed,

the inclusion of moderately more distant supernovae should not produce

a bias in the estimate of the slope a. The estimate of Kf:, by conirast,
should be determined by a sample of local supernovae, since otherwise
the value of i predicted by Eq. (13-10) would depend on how far out

the sample extended.

An ideal sample for determining the parameter b, using Eq. (13-11),
would be a collection of supernovae in Local Group galaxies since these
galaxies are the ones with the best determined distances. umfortunately,
there was only one such supernova in the present study (SN1885a), and
the absorption correction for its peak magnitude was rather crude.

The sample that was ured corsisted of the six supernovee which occurred

in the virgo cluster. The value adopted for the distance modulus of

the cluster was "the best current estimate” givenm recently by de Vaucouleurs
(146) who obtajined it by averaging several independent determinations

[ef. (146) and the references given there]. That value is (n-ll)k = 30.65.

Four of the six supernovae used belong to the more luminous group
and two belong to the less luminous group. The values of a for these
two groups were taken Airectly from the regressions of M, on At c ref.
Chapter 11]. The two average values or b obtained by Eq. (13-11) were
bHL - «18.24 and bLL - «16.85 for the more luminous and the less lumi-
nous group, respectively. These values compare favorably with the values

originally obtained from the regressions, -18.08 and -16.7h.
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The average values 'E{: for the two groups were ca.culated using
only the 21 supernovae with V_ < 2000 kn/sec. Of these, 1% belong to
the more luainous group and had (A—tc')m = 15.69 days. The eight belonging
to the less luminous group had (Ft:)u - 17.85 days. Combining these
values with the b - and bLL and with the two values of B obtained
from the separate regressions of m, on log(vr) [cf. Table 13-1] gives
by Eq. (13-10) the estimates K - €7.1 and H, = 101.4 km/sec/Mpc.
Taking a weighted average of these two values gives for the final estimate
H = 9% km/sec/Mpc.

This value of H should be regarded as a provisional determirnation
by the present method. The obvious shortcomings of “he determination
are the smallness of the samples involved in the regressions of m, on
1ag(vr), the regressions of M, on M’c’ and in celibrating the zero
point of the M, - Atc relation. In spite of this, the value obtained is
extremely close to the value obtained by de Vaucouleurs in his survey
of nearby groups of zalaxies (146). Using (m -M) = 30.65 for the Virgo
cluster, he obtained H = 9% km/sec/Mpc. If the average value of (m-M)
iz replaced uy the extreme estimates used in obtaining that average,

then the rresent metnod gives H = 69 and H = 107 km/sec/Mpc corres-

n

ponding to (-'")m = 31.25 and (m 'M)ni.n = 30.3. Both of these

values are in ressonable agreement with the current best egtimates by
other methods. If the debate about the slope of the log v‘_ -m relation
is finally settled in favor of the linear Hubble law, then as more
supernova light curves become avaiiable, the present method wii! provide
a poverful means for estimsting H. Furthermore, the accurate caljbra-
tion of the zeru poir* of the M, -M.c relation will provide a significant
refinement in the use of that relation as an extragalactic distance

indicator--a possibility that will be discussed in the next chapter.
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CHAPTER 1k
A NEW METHOD FOR ESTIMATING

EXTRAGATACTIC DISTANCES

In Chapter 11 it was shown that there are two distinct luminosity
groups of type I supernovae and thal each of these groups has s well.
defined M, -Atc relation. In Chapter 13 it was shown that the estimates
of the slopes of these two relations are not affected by an error in
the value of H used for computing the M, or by the variation in Atc
introduced by the Atc -Vr relation, so long as the sample is confined
to relatively local supernovae; but “‘hese errors do introduce inaccuracics
into the determinations of the intercepts. Portunately, these zero-point
errors can be removed by recalibrating the intercepts using supernovae
which occurred in galaxies whrse distances can be determined by other
methods. This was done in the preceding chapter using the six cccur-

rences in the virgo Cluster. The resulting recalibrated relations are

(My)yg, = -0-1228t - 18.24, (14-1)

(M), = -0-101at_ - 16.85, (14-2)

for the more luminous and the l2szs luminous groups, respectively.

The above relations can be considered to be the supernova analcgues
of the period-luminosity reiations for Cepheid variable stars. They
can be used to estimate the distance to a given supernuva. The method
consists essentislly of measuring its light curve and using the value of
Atc thus determined to predict its absolute magnitude and hence itz

distance modulus from the appropriate M, - Atc regression line. Of course,
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it is necessary to assign the supernova to its proper luminosity group
so that the correct regression line is used. This choice can probably

be made from a rough estimate of the distance modulus of the parent

galaxy like the ones used earlier to determine the two M, - Atc relations.

Since the gap between the two bands is so pronounced, the estimate would

probably give an unambiguous determination in most cases, though a more

ideal situation would be to have some independent means of distinguishing
between the two groups. Such a tecarique may be developed from systematic
studies cf supernova spectra or the time variation of their color curves.

There is one other complication in the method. That is the dependence

of Atc on Vr and hence on distance. This variation appears almost
certainly to be significant, even though the exact slope is still
uncertain. It will not have much effect on estimates of the distances
to local supernovie, but it will have to be taken into account for
more distant ones.

In order to test the method, the distances to the supernovae in

the present sample were calculated using the recalibrated relations

(1k-1, 2). The observed values of At were corrected before substituting

them into these relations. The correction equation,

(at))

-l
Seorrec. = (3t )opg. = (2-80 X 2077)V,

was obtained f:om the regression relation for the reconciled sample
[Figure ic-2]. These corrections were not very large for the nearby
surernovae (out to 30 Mpe, for example), but they were significant for
the more distant ones. In view of the present uncertainty in the cor-
rection relation, the latter estimates shonld probably not be given too

much crederce.
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For r < 30 Mpc, the velocity-distance relation defined by the new
distant estimate: is quite interesting. A plot of the relation is
given in Figure 1lk-.1. The plot of the supernova relation is superimposed
on a plot of the velocity-distance relation for nearby groups in the
north galscw.ic hemisphere given in the study by de Vaucouleurs (1k6).
With the exception of the two outliers SN1939> and SN1963i, which have
beer, diccarded in all the m, -log(vr) regressions, the agreement between
th> two difrerent samples is excepcionally good. The two independent
methods yield the same quadratic relation even down to the magnitude
of the scatter! Thus, the new method of calculating distances is
consistent with tike averaging methods for clusters used by de Vaucouleurs,
aad the new distanc: estimates support his claim that locelly the

velocity-distance law is quadratic rather than linear.
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CHAPTER 15
SUMMARY AND DISCUSSION OF RESULTS

The analysis ir this thesi: has been based on 37 l.ght curves
observed during an 86 year period beginning with the fi~st extragalactic
supernova discovery (SN1885a). This sample contains every light curve
that could be found which had a well cbserved initial rapidiy declining
segment, including one (SN1971i) observed by the author and his colleagues
at Prairie Observatory. The light curves were originally measured in
several different photometric systems, but they were all reduced to the
international mpg system. The resulting light curves, given in Appen-
dices 1 and 2, constitute a consistent sample for statistical studies.

The reduction procedure made extensive use of Pskovskii’'s funda-
mental work on the time evolution of spernova colors combined with
photometric conversion formulas originally derived for normal stars.

Many of the light curves were measured in both the mpg and in other
systems. The ngreement obtained in these cases between the measured

and the converted mps magnitudes validate the reduction procedures.
Pskovskii's work on the form of the type I light curve was used exten-
sively in estimating the parameters of the brightness peak for fragmentary
light curves measured in the mpe system. An iterative method was developed
which combines these techniques with the color curve to simultaneously
convert to mpg and estimate the parameters of the peak for fragmentary
light curves measured in other photometric systems.

More than half of the supernovae in the sample had measured colors.
For these sgupernovae, Pskovskii's color curve was combined with the

absorption.reddening t lation to give estimates of the absorptions



within the parent galaxies and peak magnitudes corrected for absorption. ;
These absorption corrections represent the first attempt known to the

present author to obtain corrected magnitudes for which the correction -
in each case is consistent with the observed reddening. An analysis of

the average corrections within various types of galaxies gave rough .
estimates of the sbscrption corrections for the supernovae which did not

have measured colors. The corrected peak magnitudes thus obtained were

used to calculate estimates of the corrected peak absolute magnitudes

M,- Extensive tests of the magnitudes obtained indicated the c .sistency

of the two methods of correcting for absorption.

2ach of the light curves in the sample was fitted with the optical

reverberation model of Morrison ard Sartori. Previously this model has ’

been used only for fitting the later, slowly declining segment of the
light curve, but in the present study it wvas applied, with good results,

to the early, rapidly declining segment. Tests of the model showed that

it gives excellent fits to either segment taken alone, but it cannot
fit the two together or the transition region between the two segments.
If the model is valid, then these results can be interpreted as evidence
that there are two distinct regions in the responding medium (e.g.,
a circumstellar envelope and the intersteller medium).

Regardless of whether or not the Morrison-Sartori model is valid,
it provided a fitting function which does an excellent job of "filling
in" or extrapolating fragmentary light curves. The fitted curves were
also used to define a comparison parameter Atc (the number of days
required for the apparent brightness to decline from m, +0'?5 tu m, +2?5),

which gives a consistent measure of the rates of decline of the light -
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curves that is relatively insensitive to errors in the estimates of
the parameters of pesk brightness (w, - peak apparent magunitude and
t, = date of peak).

The estimates of M, and Atc for the superrnovee in this sample
provide a data base containing much useful information both for super-
nova theory and cosmoiogical tests. A tho.gh the Atc apparently do
increasze with increasing symbolic velocity V!_, it was possible to get
a good estimate of the intrinsic distribution by considering the super-
novae in the sample with V_ < 2000 ka/scc. The estimates of M, provided
confirmatory evidence for two correlations previously reported by
Pskovskii {cf. Appendix 4]}: (1) a correlation between M, and the
Hubble type of the parent galaxy and (2) a correlation between M, and
the luminosity o." the parent galaxy.

The estimates of M, and Atc taken together provide very strong
evidence that there are two distinct populations of type I supernovae
having different average values "—o and A—t;. The two groups, which were

called the more luminous group (M, = -2C.17, Kt_c' = 17.1 days) and the

less luminous group (¥, = -18.74, E = 19.9 days), were extensively

tested [cf. Appendix 5] to determine whether or not they might have been
the result of systematic errors in estimating the M, rather than being
real distinct populations. No systematic effects were found. The two
groups were compared with subgrouping schemes proposed by previous
authors, and it was shown that the present scheme gives a more significant
cubdivision than the preceding ones.

It 18 the relationship between M, and Atc that defines the division
into two luminosity groups and indicates the significance of the division.

The groups appear in the plot of M, against M‘c as two well separated




e R T - T

bands with a highly significent linear correlation within each bana.
These two linear relations shouid hawe far-reiching consequences for
future research on supernovae. They will provide validating relations
for theoretical models. They can also be used for distance estimstion
in a manner anslagous to the use of the period-luminosity relations for
Cepheid variables.

In order to use the M, —Atc relations for distance estimmtion, it
was necessary to recalibrate them. The original estimates of M, were
obtained using an assumed value of the Hubble constant H. Also, since
the Atc are correlated with vr, variation in the latter parameter intro-
duces scatter in the M, - At relation. In Chapter 135 it was; shown that
these uncertainties do not affect the slope of the M, -Atc relation.
Therefore it wvas necessary to correct only the intercept. This was done
by using the six supernovae which occurred in the Virgo cluster together
with de Vaucouleurs®' "best” average estimate of the distance modulus
of that cluster. This recalibrated relation can the: be used to estimate
the absolute magnitude of a given supernova from the measured value of
the comparison parameter Atc.

There are two complications in using the above described method.
One is determining the group membership for the given supernova. Until
some independent method is found, an initial estimate of M, using
the same techniques tha® *ere used to determine the M, -Atc relations
will probably suffice to determine which group to use. The other
complication arises from the correlation between Atc and Vr- The
measured Atc must be corrected for this effect. The correction is
negligible for relatively local supernovae, but it may be significant

for distant ones.

"
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The chiel task of this thesis was to examine the A"c -vr relation
in order to test the expension hypothesis. In Chapter & the correlation
between these two guantities rfor the present saaple was shoun to be
significant av the 93 level, but the slope of the regression line wvas
much larger than the values predicted by both tkLe static Euclidean and
the classical expansion hypotheses. Chapter 10 gave a review of some of
the theories that have been proposed as slternatives, and it was shown
that only one of them gave a prediction that differed from those two
hypotheses. That one was derived by the present author using the

covariant chronogeometry proposed recerily by the mathematician I. E. CZeg=i.

The resulting prediction gave much better agreement with the regression
line than the other two predictions.

In Chapter § extensive tests were described which show that the
unexpectedly large slope of the Atc-vr relation did not arise frox
systematic vrrors in the data reduction, and in Chapter 9 it was shown
that the result was not caused by a luminosity selection effect. In
Chapter 12 a reconciled sample was constructed by cosbining the two
luminogity groups so0 that they simulated a single luminosity population.
The Atc -Vr regression for the reconciled sample gave essentially the
same results as the original sample, so the unexpected slope was not
caused by a population effect.

Although the regression line of Atc on Vr gives the best agreement
with Segal's theory and rejects the classical expansion hypothesis at the
914 level, one cannot make the claim that the former theory is correct
and the latter is wrong. There is a very wide scatter in the Atc data

and the sample points are clustered toward the lower end of the Vr
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range, vhich extends out to ouly V_ = 16,000 im/sec. The t-statistics
for computing the signif: -apze Levels of the various tests take all of
these factors into accomnt. Thus, the 914 level obtained for rejecting )
the expansion hypothesis is a valid velne, but it is considerably less
then the traditionally ecceptable 95 level. Even s0, the level is large .
enough to encourage some doubt as to the walidity of the expension
hypothesiz aad to emphasize the need for further work in order to verify
or disverify it.
Another method for distingulshing between cosmological theories
is the redizhift-magnitude relation. The slope of this relation determines
the form of the velocity-distance relation. The classical expansion
hypothesis predicts tne linear Hubble law. Segal's theory preuicts a
quadratic law (vr ~ r2). Observations of galaxies canrot be used to .
give an independent estimate of the slope because they require aperture
corrections wvhich in turn require assumptions about the geometry of
space-time and hence about the form of the velocity-distance relation.
Because they are highly luminous point sources, supernovae are the idesal
candidates for this analysis.
When (in Chapter 13) the supernovae in the present sample were
subjected to the M,, log(V r) analysis, the resulting regression line had
a slope intermediate between the values corresponding to the linear
Hubble law and the quadratic law. The correlation was highly significant
and both laws were rejected at significance levels exceeding 954! The

sample was dominated by low-z and hence relatively local supernovae. d

In view of the recent work that has been don: on local anisotropies in

and deviations from the Hubble law, one must consider the possibili'y .
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that the result reflects a purely local effect. If sc, it is premature
to rule out the Hubble lew--but it is also premture to rule out a
quadratic law.

In Chepter 1% the new method of distance estimation using the
recalibrated X, -Atc relations s applied to the supernovae in the
sample with distances less than about 30 Mpc in order to comstruct the
local velocity-distance relation. Since the Vr for the supernovae
involved vere all relatively sasll, the corrections to tne atc, required
by the Atcovr correlation, vere smell; it did not matter that the exact
slope of the Atc-vr relation is not yet well determined. The resulting
velocity-distance relation gave extremely good sgreement with the qua-
dratic relation recently found by de Vaucouleurs using averages for nesrby
groups and clusters of galaxies. This result gives confirming evidence
for his result, indicates that the new sethod of distance estimation
is congistent with the older methods, and suggests that the results
obtained in Chapter 13 were indeed more indicative of a local effect than
of the true velocity-distance relation for the general field.

If the validity of the linear Hubble law is accepted, then the
recalibrated M, -8, relatior can be combined with the m, -lo‘(vr)
analysis to give a nev method for estimating the Hubble constant.

Older wmethods, based on the formula Vr =Hr, require primary distance
indicators (like Cepheids) close enough to be vigible and yet far enough
sy so that the vr are not dominated by random motions. This would be
s difficult problem even in the absence of local sanomalies in the Hubble
relation. The new method avoids the problem because it does not use the
value of vr in the determinstion. when it was sapplied to tne present

sample, the resulting estimate was H - 2 km/sec/Mpc.
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Most of the snalyses and tests perforsed in this thesis have been
provizional or not completely conclusive because the present sample of
light curves is not extemsive enough. Inptrtimlnr,thenc-vr
tests vere only merginally significant becsuse there were nct encugh
lightcurvesfotlmvﬂmsofvr- In Chapte- 12 the reconciled .
sample was used to estimate the sample requiremsents for discriminating
at the 95 lewel between wvarious peirs of alternmative hypotheses. The
results vere quite encouraging. They indicate that if Segal's theory is
correct, only a medium-large telescope will be needed to gather the light
curves required to reject the static Euclidean and the classical expeansion
hypotheses, and furthermore, only a few more light curves will be needed.

If one of the latter two hypotheses is correct, s really large telescope
will be required, but again only a few more light curves will be needed .
to distinguish between them. In view of the preliminary indications

of the results ocbtained from the present snalysis, it woild seem that the

collection of these additional light curves should be given a nigh
priority. Mot on.y wouid they mave the Atc - Vr test definitive, but
they slso might resolve the question of the form of the welocity-distance
relation, give a better estimate of H, and refine the new method of
distance estimation. The author will consider this thesis a great

success if it hastens the gathering of these new data.
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APPENDIX 1
THE OBSERVED AND REDUCED DATA

Tables Al-1l.1l through Al-1.37 give the cbserved and reduced data
used for conitructing the livht curves in this rtudy. The original
cbservations are given on the left side of the tables with the source
and magnitude system identified at the top of each column. The
abbreviations for the magnitude systems are the sase as those used in
Tables 5-2, 63, and 6-L. The date given for each observation is in
the form given by the original observer, sometimes in Julian days and
sometimes in the mo/da/yr notation. The times which are given with
some of the dates are in the U.T. system. The estimates -o and to of
peak photographic brightness and date of peak are given at the head of
each table. The redu~ed data used for construczting the Light curves
are given in the final two columns of each table. The column labeled
t gives the time in days relative to t o of the observation, and the
column labeled -PS gives the magnitude reduced to the ‘pg system. The
steps of the conversion techniques used in each case are sumarized in
Tables 6-2 and 6-4. For some supernovae, some of the observed magnitudes
were not used in constructing the final light curves so there are missing
entries in the final two columns. In most of these cases the unused
observations were used, however, in calculating the color excesses

given in Talle 6-4 g0 they are included in the following tables.
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Table Al - 1.1

SN1885A t, = JD2hO9TT6 m = 5.2
Obs.

Date .!i.fﬁ Source t A-H,
JD2409TTL 7.0 Gaposhkin (58) -5 6.4
JD2h09TTh 6.0 Parenago (57) -2 5.5

T19 6.0 3 5.6
761 7.0 b 6.7
783 7.3 T 7.0
785 1.77 9 7.6
786 7.85 10 1.7
787 1.9 11 1.8
788 8.06 12 8.0
789 8.21 13 8.2
790 8.27 1k .3
791 8.40 15 8.5
T92 8.37 16 8.5
793 8.54 17 8.7
7% 8.60 18 6.8
795 8.82 19 9.1
796 5.88 20 9.2
197 9.00 21 9.4
798 9.02 22 9.4
799 9.05 23 9.5
800 .11 2k 9.6
801 9.07 25 9.7
802 9,22 26 2.9
803 9,29 27 10,0
8oL 9.3k 28 10.1
805 9.5k 29 10.4
806 9.60 30 10.%
807 9.59 i 10.5

N
- ‘k‘ "

LI .

t ISR N
- - LR
ARG § .

-«



Table Al - 1.1 {(Cortinued)

23

SN1885A t = JD2hQ9TT6 m, = 5.2
Obs.

Date -vis Source t -&
803 9.54 k ~J 10.k
809 .68 33 10.6

JD2k09810 9.67 Parenago (57) 3 10.6
611 9.79 35 10.7
612 9.76 3€ 10.6
813 9.97 E{4 10.8
81k 10.08 38 10.9
815 10.05 39 .9
816 10.20 Lo i1.0
817 10.18 b1 1.0
818 10.26 b2 1n.1
819 10.46 L3 1.3
820 10.36 Lh 1.2
821 10,41 ks 1.2
822 10.53 k6 1.3
a2k 10.5L 48 1.3
82s 10.52 L9 1.3
826 10.57 50 1.3
827 10.56 51 1.3
828 10.68 52 1.k
829 10.66 53 1.4
830 10.69 Sk 11.%
831 10.59 55 11.3
832 10,37 56 1.0
833 10.72 ST 1.4
83k 10.96 58 11.6
836 10.7h 60 11.b
8371 10,68 61 1.3
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Table Al - 1.1 {Comntinued)

20

SM18654 t, = JD2k09TT6 m = 5.2
obs.

Date .'i..'mv Source t :K
838 10.8 62 11.4
839 11.00 63 11.6
8h0 11.20 6k 11.8
81 11.17 65 1.7
8h2 11.03 66 11.6
8hb 11.25 68 11.8
845 1.0 69 1.5

JD2k09846 11.33 Parenago (57) 70 11.8
848 11.25 T2 1.7
%9 11.05 T3 1.5
850 11.18 ™ 1.6
851 11.18 15 1.6
852 1.5 76 1.8
853 11.05 7 11.5
856 1.4 80 11.8
858 11.6 82 12.0
860 11.5 8h 1.8
862 11.b 86 n.7
aeh 11.8 a8 12.1
869 1n.s 93 1.7
879 11.8 oh 12.0

ba 12.0 95 12.2
87k 11.95 98 12.1
a76 12.05 100 12.2
877 12,0 101 12.2
878 12,3 102 12.%
880 12,2 10h 12.3
382 11,9 106 12.0

e 2t A i 4
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Table Al - 1.1 (Coatinued)

tosJDZWG

m ® 5-2

Source

9h5
972

13.1
13.3
13.7
1h.7
13.75
1.0
15.7
1k.6
15.3
15.7
15.8

110

1ns

2.5
12.8
12.9
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Table Al -~ 1.4
Su1921c "O = 12/9/21 n, = 11.0
Obs.

Date -!l Source t a
12/5/2% 1.1 Shapley (59) i 1.1
12/7/21 11.1 -2 11.1
12/8/21 1.1 -1 11.1
12/8/21 11.0 -1 11.0
12/11/21 11.0 2 1.9
12/19/21 11.2 10 11.2
12/21/21 11.5 12 11.5
12/21/20 11.8 18 11.8
1/1/22 12.8 23 1.8
1/26/22 k.1 &8 1k.1

»
e
-
.
b i
i
-
1
H
2
3
H
-
3
{
4
:3
i
i
3
3
?
]
- !
H
- i
H
i
H
?
I
.
]
3-.
A
- e,
N !
L ‘
R
. .
"l
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Table Al - 1.3

SH1937: t, = JD2k28768.0 m, = 8.k
Basde & Deutsch Beyer
Date Zwicky (60) (57) (61) (126) t n
n n R n re
PE_ 2L b - 4 vis
JD2h28762.4 8.85 -5.6 8.85
T12.7 8.4 .7 8.%0
TT8.7 8.48 8.58 6.7 8.58
T715.7 8.63 8.63 1.7 8.63
T16.7 8.62 8.6¢ 8.7 8.62
T17.5 8.68 9.5 8.68
7.7 8.64 9.7 8.64
T18.5 8.7k 10.5 8.7
T18.7 8.7h 10.7 8.74%
T719.3 8.76
119.5 8.93 11.5 8.93
779.6 8.83 11.6 8.83
T19.7 8.98 11.7 8.98
7180.3 9.2 8.90 12.3 9.20
180.6 9.25 12.6 9.25
780.6 9.15 12.6 9.15
780.7 9.14 12.7 9.1k
781.3 8.79
781.6 9.13 13.6 9.13
781.7 9.13 13.7 9.13
781.7 9.09 13.7 9.C9
781.7 9.2k 13.7 9.2k
7€2.3 9.3 14,3 9.30
782.4 8.95
782.5 9.31 1k,5 9.31
782.7 9.50 1,7 9.50
783.3 8.59



http://JD2U28762.it

-
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Table Al - 1.3 (Continued)

SN1937c to = JD2hk28768.0 » = 8.L
Baade & Parenago Deutsch Beyer
Date Zvicky(60) (57) (61) (126) t =
m n n » . pe
. 3 —RA RE Y33
JD2428783.4 9.09
783.5 9.55 15.5 9.55
763.7 9.54 15.7 9.5k
783.1 9.55 15.7 9.55
JD2L28784.3 9.03
784.4 9.55 16.4 9.55
184.6 9.58 16.6 9.58
78k.6 9.55 16.6 9.55
765.4 9.19
785.5 9.72 17.5 9.72
785.6 9.78 17.6 9.78
785.6 9.77 17.6 9.77
786.3 9.9 18.3 9.90
736.3 9.21
766.6 9.8 18.6 3.81
786.6 9.89 18.6 9.89
786.6 9.87 18.6 9.87
787.3 9.9 19.3 9.90
787.3 9.26
787.6 9.93 19.6 9.93
787.6 9.93 19.6 9.93
787.6 9.92 19.6 9.92
788.3 10.0 20.3 10.00
788.6 10.08 20.6 10,08
788.6 10,30 20.6 10.30
788.6 10,08 20.6 10,08
768.7 9.92 20.7 9.92

A e T & g gt
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Table Al - 1.3 (Continued)

SN1937= t, = JD2k28768.0 =, = 8.4
Baade & Parenago Deutsch  Beyer
Date wwicky(60) (57) (61) (126) t "
"o ok "pg  Cvis
JD2428782.6 10.11 21.6 10.11
799.6 . 10.45 21.6 16.45
789.6 10.27 21.€ 10.27
789.7 10.2k 21.7 0.2k
T79G.3 9.49
790.6 0,22 22.6 10.22
790.6 10,37 22.6 10.37
790.6 10.30 22.6 10.30
790.7 10.32 2.7 10.32
191.6 10.37 23.6 10.37
791.6 10.54 23.6 10.54
JD2428791.6 10.46 23.6 10.k6
792.6 10.56 4.6 10.56
792.5 10,42 24.6 10.41
792.6 10.48 24,6 10.48
T793.4 9.67
793.6 1C.52 25,6 10.52
793.6 10.56 25.6 10.56
793.6 10.5k 25,6 10.5k
T9%. 3 9.72
T94.6 10.79 26.6 10.79
794.6 10,68 26.6 10.€8
79%.6 10.Th 26.6 10,7k
797.3 10.7 9.80 29.3 10,70
798.0 11.0 30.0 11,00
798.3 1.0 9.91 30.3 11,00

799.6 11.12 31.6 11.12
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Table Al - 1.3 (Continued)

L i v n T Al W TN

Sm937c to = JD2428768.0 » = 8.h
Baade & Deutsch Beyer
Date Zwicky(60) (57) (&) (126) t =
B B B MS re
_ P PE P
JD2428799.6 1.31 1.6 11.31
799.6 1.22 N.6 11.22
800.3 10.3
800.6 11.25 32.6 11.25
800.6 11.19 32.6 11.19
800.6 11.18 32.6 11.18
801.3 10.20
801.6 11.30 3.6 11.3
801.6 11.16 33.6 11.16
801.6 11.23 33.6 11.23
802.5 11.31 3%.5 12.31
802.6 11.27 34.6 11.27
802.6 11.25 3%.6 11.25
803.3 1.3 35.3 11.30
803.5 11.32 35.5 11.32
803.6 1.3 35.6 11.31
803.6 11.26 35.6 11.26
804.3 n.b 10,33 36.3 1.k
JD2h2880%.5 11.35 36.5 11.35
804.6 11.33 3.6 11.33
805.3 11.ho 37.3 11.40
805.3 1.k 37.3 11.k0
806.3 10.36
806.6 11.29 38.6 11.29
806.6 1.3 38.6 11.31
806.6 11.30 38.6 11.30
807.2 1.k 39.2 11.ho0

o A
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Table Al - 1.3 (Continued)

. SK193Tc t, = JD2k28768.0 m, = 8.4
) Basde & Deutsch  feyer
Date Zwicky(60) (57) (61) (126) t n
| | n R . Pe
. B 4 P N __ Y
. JD2k28807.3 10.48
807.5 11.k0 39.5 11.ho
807.6 11.k2 39.6 11.%2
907.6 11.39 39.6 11.39
808.5 11.h3 0.5 11.43
808.6 11.36 k0.6 11.36
808.6 11.35 50.6 11.35
809.2 1.5 k1.2 11.50
809.3 11.50 k1.3 11.50
810.2 11.5 k2.2 11.50
- 810.4 11.51 k2.h 11.51
810.6 11.52 42,6 11.52
811.2 1.5 k3.2 11.50
», 811.2 11.5 k3.2 11.50
812.2 11.5 k.2 11.50
812.2 1.5 bh,2 11.50
812.3 10.59
813.3 10.56
813.6 11.46 11.46 5.6 11,46
81k.2 11.50 11.5 ¥6.2 11.50
81h.3 10,72
815.6 11.62 11.62 7.6 11.62
817.3 10.Th
818.3 10,74
. 818.6 11.72 11.72 50.6 11.72
819.3 11.70 10.76  S51.3 11,70
820.6 11.86 11.86 2.6 11.86
) 822,3 10.89
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Table Al - 1.3 (Continued)

SH1937c ty = JD2428768.0 m = 8.5
Basde & Deutsch Beyer
Date Zwicky (60) (ST) (61) (126) t n
B B B » Pe
2R - 4 PE____Vvis
JD2h28826.2 1.9 1.9 58.2 11.90
821.2 1.12
829.3 11.19
830.2 11.8 n.s 62.2 11.80
831.0 11.94 63.0 11.9%
831.1 11.92 63.1 11.92
831.2 1.9 1.03 63.2 11.90
833.0 12.03 12,03 65.0 12.03
833.2 11.13
836.6 12.00 68.6 12.00
837.0 12.02 69.0 12.02
840.2 11.26
350.6 1,22
8h2.0 12,05 7.0 12.05
842.0 12,07 7.0 12.07
8k2.1 12,1 .1 12,10
853.6 11.62
85k.6 -1.71
862.9 12,38 12,38 9%.9 12.38
865.0 12,40 97.0 12.h0
865.0 12.h6 97.0 12.4
865.0 12.k2 97.0 12.%2
865.0 12,43 12,43 97.0 12.43
865.6 11,93
866.0 12,49 98.0 12,49
866.0 12,43 98.0 12.43
866.0 12,46 98.0 12.46
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Table AL - 1.3 (Continued)

SM1937c t, = JD2k28768.0 » = 8.4
Baade & Parenago Deutsch Beyer
Date Zuicky (60) (57) (61) (126) t =
a a B B pe
2K _ P K vis
JD2426371.9 12,47 12.47 103.9 12.b7
873.9 12,47 12,47 105.9 12,47
879.8 12.60 111.8 12,60
JD2k28880.9 12,6k 112.9 12.6k
880.9 12,60 112.9 12.60
895.9 13,13 127.9 13.13
896.0 13.15 128.0 13.15
896.0 13.15 128.0 13.15
896.0 13.11 128.0 13.11
896.0 13.14 128.0 13.1%
897.0 13.03 13.03 129.0 13.03
598.9 _ 13.12 130.9 13.12
899.0 13.13 131.0 1i3.13
90k.9 13.13 13.13 136.9 13.13
906.9 13.05 13.05 138.9 13.05
907.9 13.17 13.17 139.9 13.17
908.5 13.2 1k0.5 13.20
908.7 13.30 14%0.7 13.30
908.9 13,39 140.9 13.39
910.0 13.23 13.23 2.0 13.23
910.9 13.30 13.30 1%2.9 13.30
921.9 13.48 13,48 153.9 13.48
923.b 13.17
926.5 13.12
929.5 13.07
93%.8 14,00 166.8 1k.00
935.6 13.13
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Table Al - 5.3 (Cortinued)

P W AR TR ST

SM1937c ty = JD2k28T768 .0 - = 8.% .
Baade & Parenago Deutsch Beyer
Date Zvicky (60)  (57) (6.) (126) t n
| § | § [} B re
s 4 - 1 K ____vis :
JD2k28937.8 13.60 169.8 13.60
9%6.3 1..C2 1s.0 178.3 1Ah.00
: 7.8 13.65 13.65 179.8 13.65
9k8.4 13.2h
; R 13.29
& 949.8 13.71 13.71 181.8 13.71
950.3 1k.0 182.3 1k.00
950.5 13.39
950.6 13.86 182.6 13.%
950.8 13.72 182.8 13.72 .
JD2428951. 13.9 183.8  13.90 |
951.6 13.80 183.6 13.80 f
951.8 13.71 183.8 13.71 -
952.5 13.39 *
952.8 1h.13 1%.13 184.8 14,13 Q
953.8 14,13 185.8 1Lk.13
95k.0 1s.12 186.0 1k.12
954.5 13.hb
954.8 13.92 186.8 13.92
955.0 1h.01 187.0 1hk.01
955.6 13.8 13.h% 187.6 13.80
955.8 13.94 187.8 13.9%
956.0 13.96 188.0 13.96
960, b 14.0 14,0 192.% 14,00 .
963.6 1k.05 95.6  1k.05
963.9 1b.10 195.9 1k.10
967.5 1.1 1h.1 199.5 1h.10 ’




Table Al - 1.3 (Continued)
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. SK1937c t, = JD2k28168.0 m, = 8.1
Baade & Parenago Deutsch Beyer
Date Zvicky (60) (57) (61) (126) t a
) n R |} pe
. RE_ —PK PR vis
JD2k20978. % 13.56
981.3 14,3 213.3 1k.30
981.6 1k.31 213.6 1k.31
981.9 k.32 213.8 1k.32
982.% 1.3 1k.3 21k.k  1k.30
983.8 1h.3 215.8 1k.30
985.7 1k.35 217.7 14.35
985.7 1k.37 227.7 1b.37
988.17 1k.3b 220.7 1h.3%
. 968.7 16, MA 220.7 14.44
) 988.7 1k.39 220.7 1k.39
989.7 1k.21 ik.21 221.7 1k.21
990.h 13.79
‘ 990.8 1857 1h.57 222.8 14,57
992.8 1k.66 1k.66 2248 14,66
994.43 1.3 226.8 1k.30
JD2k29007 . b 1k.7 1%.7 239.% 14,70
JD2k29010.8 1k.68 1Lk.68
012.5 1k.9
012.6 14.90
012.7 1k.90
016.5 1%.00
017.4 14,75
. 020.3 15.0 15.0
020.4 14,06
, 02k.6 15.07 15.07
. 026.5 15.0 15.0

). Soont
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Table Al - 1.3 (Continued)

SH1937¢ ty = JD2k28768.0 . = 8.4
Baade & Parenago Deutsch beyer
Date Zwicky (60) (57) (61) (126) t n
B n = B
K K PE vis
JD24b29038.5 1k.1
m.a 15'26 15.28
0k8.8 15.517 15.57
0k9.8 15.57 15.57
¢58.0 15.6

o 1 ¢




SE1937a to = JD2h28792.0 e 12.8
Baade & Wacheann Psrenago Beyer
Date Zvicky (60) (60) (57) {126) t =
n B |} |} e
P —ni PR _ vis
JD2h28776.8 12.70 -15.2 12,70
T17.8 12.5%0 -14.2 12.%0
782.6 13.73 - 9.4 13.73
T82.8 13.00 - 9.2 13.00
78%.5 13.28 - 7.5 13.28
781.8 12.98 12.98 - k.2 1298
788.8 13.01 - 3.2 13.01
788.8 13.06 - 3.2 13,06
T88.9 13.12 - 3.1 13.12
789.8 13.16 13.16 - 2.2 13.16
790.8 12.85 -1l.2 12.8
790.8 12.86 -1l.2 12.8
790.9 12.6% - 1.1 12.8%
791.8 12.8% - 0.2 12.8%
191.9 12.67 - 0.1 12,67
791.9 12.89 -0.1 12.%9
7192.7 12.97 0.7 12.97
7192.9 12.90 0.9 12.9%¢
193.9 13.11 13.11 1.9 13.1
T9h.5 12.16
794.9 13.00 13.00 2.9 13.00
795.3 12.18
’95.8 13.G60 3.8 13.00
795.9 13.00 3.9 13.00
796.7 13.00 b.7  13.00
797.3 (11.9)
797.6 13.03 5.6 13.03
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Table Al - 1.4 (Continued)

SE19374 t, = JDA28T32.0 n, = 12.8
Baade & WUachmann Parenago Beyer
Date Zvicky (60)  (60) (51) (126) t L
“ox o "og Pvis
JD2h26798.3 12.99
798.5 12.52
798.8 13.20 6.8 13.20
799.7 13.19 7.7  13.19
JD2428799.7 12.93 7.7 12.93
799.7 13.07 T.7 13.07
800.3 12,56
800.7 13.10 8.7 13.10
600.7 13.20 8.7 13.20
801.3 12.60
801.7 13.39 9.7 13.39
801.7 13.30 9.7 13.30
801.8 13.20 9.8 13.20
802.5 13.68 10.5 13.68
802.7 13.69 10.7  13.69
803.5 13,67 12.93 11.5  13.67
803.7 13.66 11.T  13.66
8ok. b 13.05
80L.5 13.81 12,5 13.8
804.8 13.79 12.8 13.79
805.8 13.90 13.90 13.8  13.90
806.h 13.11
806.5 13.11
806.6 1k.01 1k.6 ik.01
807.4 13,17
807.7 1%.20 15.7  1k.20
807.9 1h,26 15.9 1h,26

KOOI WD kit
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Table Al - 1.4 (Continued)

SN1937d t, = JD2428792.0 m, = 12.8
Baade & Wachmsnn Psrenago Beyer
Date Zuicky (60) (60) (57) (126) t n
B n B |} pe
P 2K PE_____vis
JD2k28808.6 1h.21 1€.6 1k.21
808.8 1k.27 16.8 1h.27
808.9 1h.27 16.9  1h.27
809.6 1k.35 17.6  1k.35
810.5 1k.30 18.5  1k.30
811.6 1k.35 19.6  1Lk.35
812.3 13.46
812.7 1h.68 20.7 1k.68
812.8 1b. .64 20.8  .1L.64
812.9 1k.61 20.9 1k.61
813.3 13.47
813.9 1L.61 21.9  1k.61
JD2428813.9 1k.62 21.9  1k.62
814.0 14,6k 22.0 ik.6h
814.3 13.52
81L.6 1k .64 22.€ 1k.64
81k.7 .71 2.7 1.7
815.5 1%.90 23.5 14,90
816.5 13.74
816.5 13.76
817.4 13.8%
818.5 13.82
819.2 15.13 271.2  15.13
820.8 15.03 15.03 28.8  15.03
821.7 15.20 29.7 15.20
822.4 13.87

822.5 15.33 30.05 15.33
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Table Al - 1.5 (Continued)

256

SM1937d to = JD2h28792.0 m, = 12.8
Baade & Wechmann Parenago Beyer
Date 2vicky (60) (60) (57) (126) t m
| n | n b
K M PR Vis
JD282882k. T 15.39 3.7 15.30
829.3 (13.5)
830.% 13.98
830.5 15.80 38.5 15.80
831.5 ~1k.0
832.5 15.63 k0.5  15.63
534.2 15.75 2.2 15.75
83k.3 (13.8)
837.2 15.713 k5.2  15.73
838.8 15.69 k6.8 15.69
838.9 15.80 6.9 15.80
838.9 15.68 46.9 15.68
840.5 1%.16
840.8 15.69 k8.8  15.69
840.8 15.71 k8.8 15.11
840.9 15.73 8.9  15.73
84k, 7 16.20 52.7 16.20
8u7.3 (1%.1)
8u8.7 16.20 56.7 16.20
861.7 16.50 69.7  16.50
JD2428863.7 16.42 16,42 T1.7 16.k2
865.7 16,47 16,47 73.7 16.47
872.6 16,55 80.6 16.55
872.7 16,52 80.7 16.52
895.6 16.93 103.6  16.93
895.7 16,94 103.7 16,94
895.8 16.95 103.8  16.95

e o b Wt A




Table Al -~ 1.4 (Continued)

a7

SN19374 to = JD2h28792.0 lo = 12.8
Bazde & Wachmann Beyer
Date Zwicky (60) (60) (s7) (126) t a
B R n a PE
—PE Rk B vis_

J02k28897.8 16.91 16.91 105.8 16.91
898.7 16.99 16.99 106.7 16.99
929.8 17.05 17.05 137.8 17.05
95k.6 17.h1 17.W1 162.6 17.41
955.6 1T7.4k2 17.42 163.6 17.h2
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Table Al - 1.5

53:939& t, = JD2k29290.0 n,= 12.60
Hoffleit Giclas  Baade  Beyer
Date (63) (62) (18) (126) t n
m n n B pe
PE PE PR yis
JD2429282 14.8 -9.0  1bk.8
282 13.4 -£.0 13.°
284 12.5 -6.0 13.0
264 12.8 -6.0 12.8
286 12,2 12.7 4.0 12,7
287 12.7 -3.0 12.7
287.9 12.8 -2.1  12.%
288.7 12.35
288.9 13.0 -1.1  13.0
289 12.5 -1.0 13.0
289.0 12,24
289.9 12.8 -0.1 12,8
290 12.6 0.0 12.6
290.9 12.8 0.9 12.8
291 12.3 1.0 12,8
291 11.8 1.0 12,3
292.9 12.9 2.9 12,9
293.5 12,25
294 12.6 .o 12.6
294 12, k.o 12,7
297.0 13,1 7.0 13.1
297 12.8 7.0 12,8
30L.8 14.0 1L.8 1L.0
306 .7 16.0  1L.7
306,9 14,3 16.9 14,3
307 14,6 7.0 1k.6
308.6 13.79

v bl 7 T € 8
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Table Al - 1.5 (Continued)

SH193% ty = JD2429290.0 n = 12.60
Holfleit Giclas Baade Beyer

Date (63) (62) (48) (126) t n

B | | | | § Pe
Ph K ___PK vis

JD2429308.8 1k.6 18.8 1k.6
309 1%.8 19.0 1A.8
310.9 14,6 20.9 1k.6
315.8 5.0 2.8 15.0
316.8 1h.7 26.8 1h.7
JD2k29318 1.2 28.0 15.2
343 15.6 53.6C 15.6
b 15.5 5k.0 15.5
347 15.7 57.0 15.7
375 16.2 85.0 16.2
399 16.7 109.0 16.7
40O 16.7 114.0 16.7
k31 17.0 ikl.0 17.0
432 17.1 1k2.0 17.1
458 17.7 168.9 17.7
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Table Al - 1.6

SE1939b to = JD2h29385.0 == 11.8
Shapley Baade
Date (68) (h8) t n
) | ) | e
. & Pl

JD2k293T6 i3.9 -5 12.9
h/23/39 13.6 -8 13.6
JD2k29379 12.7 12.7 =6 12.7
5/6/39 12.2 5 12.2
5/6/39 12.1 5 12.1
5/7/39 12.6 6 12.6
JD2k29391 12,2 6 12.2
5/8/39 12.9 (f 12.9
JD2k29392 12.6 T 12.6
393 13.0 8 13.0
5/20/39 13.5 9 13.5
€/11/39 13.2 10 13.2
JD2k29395 13.5 10 13.5
395 13.8 10 13.8
5/12/39 13.6 1 13.6
5/12/39 13.3 1 13.3
JD2k29396 13.7 1 13.7
396 k.0 11 Ah.C
5/13/39 13.7 12 2.7
JD2k29397 ik.2 12 14,2
5/1k/39 13.9 3 13.9
1D2k29398 1k,1 13 1k.1
5/15/39 i3.8 14 13.8
5/16/39 13.7 15 13.7

5/16/39 13.8 15 13.8

S b B gl b W g b BAA A AR I Ryt ¢ -4
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Table Al - 1.6 (Continued)

SH1939% t, = JD2k29385.0 », = 11.8

Shapley Baade
Date (64) (k8) t ]

R » Pé
P PR

JD2h 29402 15.3 7 5.3

h03 15.2 18 15.2

k06 15.3 21 15.3

k24 15.9 39 15.9

k27 16.2 42 16.2

k28 16.1 43 16.1

JD2h294%30 16.2 L5 16.2

h32 16.2 W7 16.2

k35 16.1 50 16.1

L37 16.3 52 16.3

k58 16.3 73 16.3

458 16.4 13 16. 4

612 18.8 227 18.8
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Table Al - 1.7

SE195ha ty = JD2A34851.0 m, = 9.50
Wild Hoffmeister Pietrs Beyer
Date (65) (66) (65, 66) (128) t n
n n B B pe
— . - KDY
JD2h34843.0 10.8 -8.0 10.8
855.9 10.1 h.9 10.1
857.9 10.4 6.9 10.k
867.h 1.7 16. 11.7
888.9 12.4 37.9 12.4
5/30/5h, T 09™ 12,43 k2.3 12.h3
5/31/5k, 9 35 12.32 3. 12,32
6/1/5h, 5 15 12.66 k.2 12,66
6/1/54, 7T 11  12.59 h,3 12,59
6/2/5k, 5 63 12,57 k5.2 12.57
6/2/54, 6 08 12,65 k5.3 12,65
6/2/5k, 6 51  12.56 k5.3 12.56
6/2/58, 7 25 12.66 b5.3 12,66
6/4/5h 11.8
6/u/5k, S® 20® 12.67 §7.2 12,67
6/4/58, 6 00  12.68 b7.3 12.68
6/4/5k, 6 11  12.67 47.3 12.07
6/b/5h, 6 21 12.69 7.3 12.69
6/5/54 11.8
JD2k34899. 4 12.2 8.4 12,2
6/6/54 1.9
JD2L34900. 4 12,h k9.b 12,4
901.4 12.5 50.4 12,5
6/8/54 11.9

s el A A AT A
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Table Al - 1.7 (Continued)

. SH195he t, = JD2k34851.0 =, = 9.50
Wild Hoffmeister Pietra  Beyer
Date (65) (66) (65, 66) (128) t m ]
-} 'Y -} n ps i
. _PK______ P& PE PV |
JD2h 34902, 4 12,k 51.h  12.k
6/9/54, 6" 0™  12.76 52.3  12.76 !
6/10/54 12.0 |
6/10/56, 7% 55  12.75 ,3.3 12,75
6/11/54 12.0
6/11/5k 4% k22 12,72 5h.2 12,72
6/12/54,T 55 12,69 55.3 12,69
6/13/54 12,1
6/1k/54 12.0
6/16/54 12.1
: 6/11/54,7 12° 12,82 60.5 12.82
JD2L3k915.b 12.6 6Lk 12,6
, 6/22/5h 12.2
: JD2k34916.4 2.k 65.4 12,4
! 919,k 12.9 68.4 12,9
6/27/54 12.3
i 6/28/54 12.2
JD2h34922. b 12.9 L4 12.9
j 6/30/54 12.3
6/20/58,5" 56®  13.00 73.2  13.01
JD2h3k924 b 12.8 73.4  12.8
1/1/54 12.3
g 1/2/54 12.4
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Table Al - 1.7 (Coatinued)

SH195ka %" JD2434851.0 m, = 9.50
Uilda Hoffweister Pietra Beyer
Date (65) (66) és, 66) (128 t Y
n B | § n e
P L. . 2L
JD2h30926. 5 13.0 7.4 13.0
1/5/5% 12.%
7/6/5% 12.h
1/9/5%, ™ 139 82.2 13.19
7/10/5h 12.%
JD24A9h5 . & 13.3 9k.b 13.3
9NT. b 13.1 96.8 13.1
9h8. & 13.5 97.% 13.5
953.h 13.2 102.h 12,2
7/31/5h, A AS®  13.B2 108.2 13.52
JD2k3h957.b 13.9 106.5  13.9
959.4 13.8 108.5 13.8
8/5/5h, W 00®  13.M8 109.2  13.h8
JD2h3h961. b 13.9 110.5 13.9
8/29/5%, 3™ 1h.03 133.1  1h.03
8/29/5h, & 20 14,3 133.2 1h,39
JD2h34987.3 15.2 136.3 1b.2
10/25/5k, 12° 3™ 15.11 190.5 15.11
JD2h350k3.6 15.6 192.6 15.6
050.6 15.7 199.6 15.7
“706 1508 21606 1508
JD2k35096.6 16.h
100.6 16.3

11,6 16.b

B s
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Teble Al - 1.7 (Countinued)

to = JD2h34k851.0 .0 = 9,5
Wild Hoffseister Pietra Beyer
Date (65) (66) (65, 66) (128) ¢t 2
» n n |
PE PR PE__ PV
1/28/55, 9" 39 16.88
2/18/55,9 2@  17.08
JD2k35185. 5 17.7 .
3/27/55, 8® 12°® 17.66
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Table AL - 1.8
SHI5kY t, = 5/3/54 m, = 12.50
Wild Pietra Wild
Date (65) (65, 66) (65) t -
n | B-v Pe
2K
s/2fsh 88 ™  12.M 0.7 12.Mb
5/3/5& 8 371 12.75 0.h 12.75
8 W 12.88 0.h 12.88
S/k/sh 8 59 12.65 1.h 12.65
9 37 12.57 1.h 12.57
5/5/56 5 k1 i2.b5 2.2 12.55
6 1 12.67 2.3 12.67
6 33 12.62 2.3 12.62
6 36 12.78 2.3 12.78
7 15 12,98 2.3 12.98
5/6/5h 9 Lk 13.02 3.b 13.02
5/T/58 10 30 13.33 Wb 13.33
5/8/54 6 53 13.07 5.3 13,07
JD2434871. 4 13.6 S.l 13.6
5/9/sk  T° b®  13.03 0.27 6.3  13.03
8 25 13.30 6.4 13.30
8 30 13.19 6.b 13.19
8 53 13.05 6.4 13.05
9 20 13.46 6.4 13.46
5/10/54 5 S0 13.06 0.20 7.2 13,06
8 00 12,95 7.3 12.95
9 53 13,52 7.4 13,52
5/11/5h 5 50 13.20 0.36 8.2 13.20
5/12/54 5 36 13,2k 0.26 9.2 13,2k
5/21/54 5 16 1,22 18,2 14,22
5 32 14,36 18,2 1b,36




Table Al - 1.8 (Continued)

267

SH195%b t, = 5/3/5h m, = 12.50
Wild  Pietra wild
Date (65) (65, 66) (85) t L
:!l = B-V

5/22/5k S5 23 1k.h3 13.2 1k.A3
5 28 1%.63 19.2 1k.63
6 05 13.71 19.3 13.7
6 35 14.5h 9.3 1k.Sh
5/28/5k 6 Sk 1h.68 21.3  1k.68
s/2k/5h T 00" 14.75 21.3  INTS
7 13 1k.57 21.3  1k.57
JD2k34888. k 14.3 22,4 1k.3
5/26/5% T° 28® 15.24 23.3  15.24
JD2h34889. 4 1h.b 23k 1k.k
s/28/5k T° W™ 15.26 25.3  15.26
JD2i 34892 .4 15.2 26.4 15.2
s/30/58  T° 18" 15.32 1.05  27.3  15.37
5/31/5h 8 20 15.36 28.3  15.3
JD2434895. 14 15.3 29.5  15.3
6/2/58 1" 53° 15.63 30.3  15.63
JD24345696. 4 15.3 30.4 15.3
899.5 15.4 33,5  15.b
900.5 15.5 3.5  15.5
902, kb 15.4 36.4 15.4
6/11/5k P ou® 15.65 39.2  15.65
JD2434915, & 15.h 2.4 15.4
919.4 15.5 53.4  15.5
6/28/54 & o2® 15.79 56.3  15.79

R
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Table Al - 1.8 (Continued)

SH195%b t, = S/3/5s m, = 12.50
wWild Pietra Wild
Date (65) (65, 66) (65) t n
n Y B-V e
DK A
JD2h34922. & 15.6 56.4 15.6
923.h 15.7 ST.h 15.7
1/2/58 T s&® 15.97 60.3  15.97
JD2h3k926.5 15.8 60.5 15.8
1/9/5% &P hs® 16.11 67.2 16.11
JD2h 34945 .4 16.2 79.% 16.2
9h8.k 16.v 82.% 16.0
949,k 15.9 83.k  15.9
1/31/5%  s® 10* 16.53 89.2  16.53
JD2k34955.4 16.2 89.4 16.2
8/1/sk 5B 30® 16.17 90.2  16.17
JD2434958. 4 16.2 92.k 16.2
8/26/sk 3B u8® 16.96 115.2  16.96

oL A N
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Teble A1 - 1.9

SH1955b ...o = 10/3/55 = 15.70

Zvicky

Date (67) t n
» 2 4
P

9/22/55 i7.6 -11 17.6

10/11/55 16.: 8 16.3

10/12/55 16.% 9 16.k

10/2k/55 17.9 21 17.9

11/18/55 19.8 k6 19.8

12/15/55 21/4 13 21.4

Mileh

Beaweina
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Table Al - 1.10

SN1956a t, = 3/1k/56 m, = 12.20
Zuicky and Karpowicz
Date (68) t LI
"o Zov
3856 9° 13® 13.08 -5.6 13.08
3/31/56 3 10 13.30 17.1 13.30
3 3 13.11
7 15 13.25
L/4/56 3 56 14.38 21.2 14.38
4 s7 13.&9 21.2 13.89
5 02 13.1k
6 33 13.20
k/5/56 L 36 1L4.08 2.2 14.08
L/6/56 5 29 13.20
L/7/56 L 29 14,24 24,2 15,24
7 57 1k.143 24.3 1,43
k/9/56 10 55 1k, 72 26.5 14,72
L/17/56 - 15.07 34.0 15.07
5/1/56 L 38 15.k0 48,2 15.40
6 L9 15.80 48.2 15.80
5/3/56 b 08 15.20 50.2 15.20
5/4/56 3 59 1k.31
5/16/56 9 2y 15.93 63.4 15.93
6/3/56 S 1b 15.90 81.2 15.90
6/16/56 8 19 15.88 94.3 15.88
7/10/56 5 55 16.12 118.2 16.12
8/1/56 S 17 16.25 1b0.2 16.25
8/6/56 L by 16.74 145.2 16.Th
10/6/56 11 57 17.50 206.5 17.5)
10/31/56 10 34 17.60 231.4 17.60
12/4/56 12 36 18.6

e n e b en .
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Table Al - 1.10 (Continued)
S¥1956a L 3/1h/56 =) = 12,20 .
Zvicky and Karpowics
Date (68) t n
B | re
2L s .
12/5/56 9 27 18.7 :
9 &0 i8.8
3/29/51 6 Sk 20.0
h/25/51 6 W1 21.2
6/26/57 b 56 21.h
6/26/51 5" 29" 21.%
6/28/51 5 40 21.5

-
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Table Al -~ 1.1

SH195Ta ty = 2/21/51 m = 13.85
2vicky «nd Karpowicz Bertola Wenzel
Date (69) (70) (71) t m
IH lp' ;n -K___
2/26/51 &P 2™ 15.2 -0.8 15.2
3/1/57 -— 1k.0 2.0 1k.0
3/5/51 21 5C 1b. 4 6.9 1h.6
3/6/51 0 21 1k.4 7.0 1k.6
3/1/57 3 bb 1s.7 8.2 1h.7
b 37 13.8
3/8/57 b 25 15.2 9.2 5.2
b 52 13.9
3/9/51 1 05 14.8 10.0 15.0
3/11/57 3 01 15.3 12.1 15.5
3/26/57 19 W9 16.2 21.8 16.b
3/21/5T 21 1k 16.3  22.9 16.5
3/22/57 19 55 16.3 23.8 16.5
3/23/5T 19 4O 16.4 24.8 16.6
3/26/5T 21 1 16.4  27.9 16.6
3/28/51 6 5& 15.4
T 065 16.8 29.3 16.8
3/29/57 s 38 15.6
6 02 16.6 30.3 16.6
3/30/57 5 29 16.8 31,2 16.8
6 50 15.b
3/31/57 6 23 15.9 32.3 16.9
6 130 15.4
3/31/51 21 29 16.7 32,9 16.9
h/1/57 L 10  16.7 33.2 16.7
L/1/57 19 U6 16.6  33.8 16.8

4/2/57 20 U7 16.5 34.9 16.7




Table Al - 1.11 {Continued’

SN1957a t, = 2/27/57 m =13.85
Zwicky and Karpowicz Bertola Wenzel
Date (10) 1) t i~
| Y 3 a pe
by & BV __ PE PE
4/3/sT 21 3 16.4 35.9 16.6
L//57 22 33 16.6  36.9 16.8
b/9/5T7 20 W7 16.6 L1.9 16.8
4/16/57 20 k2 17.1 k8.9 17.3
L/18/57 23 09 17.40 51.0 17.%0
w22/571 23 23® 17.3  55.0 17.5
L/23/5T 0 15 1T.45 55.0 17.45
L/23/57 22 U2 17.3  55.9 17.5
L/23/57 22 43 17.ko 55.9 17.40
¥/25/57 5 39  171.3 57.2 17.3
6 k5 16.2
L/26/5T 23 25 17.65 59.0 17.65
L/29/5T1 0 15 17.3  61.0 17.5
4/29/57 5 28  1T.2 61.2 17.2
5/2/51 1 00 17.4  6L.0 17.6
5/3/57 5 56 16.6
6 2h  17.5 65.3 17.5
315151 1 53 17.75 67.1 17.75
5/5/517 T 25 16.4
T 43 17.8 67.3 1i7.8
5/22/57 23 30 18.00 85.0 1£.00
5/29/57 22 36 17.9 91,9 18.1
5/30/57T L 29 17.2
4  18.1 92.2 18.1
6/1/5T 22 4o 18.20 94.9 18.2u
6/1/57 23 k2 7.9 95.0 18.1
6/27/57 39  18.3 120.2 18.5
6/27/57 W6 1T.b

o ik i, - Crdain AR A »lnby b A
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Table Al - 1,12

SN195Tb ty = 5/9/57 m, = 12.10
Bertola Romano Gotz Li Tzin
Date (70) (15) (12) (13) t =

[ m | } a pe

—PE__ PR P —PE
JD2h35952.3 14.0 ~15.0 1k.8
955.4 13.6 -12,0 1hk.b
957.4 13.0 -10.0 13.8
s/3/s1 22" ™ 12.5 - 5.1 12.5
23" o6™ 12.5 - 5.0 12.5
JD2435977.b 12.2 10.0 13.0
978.4 12.2 11.0 3.0
s/a/s1 23 1™ 13.20 13.0 13.20
5/22/5T 22 59 13.30 14.0 13.30
S/23/5T 21 53 13.% 1k.9 13.h
JD2k35582.4 12.6 15.0 13.k
s/23/s1 23" u® 13.k 15.0 13.h
5/25/57 20 38 13.16 16.9 13.2h
5/25/5T 21 ST 13.6 16.9 13.6
5/25/5T <2 U8 13.7 17.0 13.7
5/26/57 21 57 13.8 17.9 13.8
5/28/57 21 k9 13.9 19.9 13.9
5/29/57T 21 30 k.1 20.9 1k.1
5/29/57 21 59 13.87 20.9 13.95
5/30/57 22 03 14,2 21.9 1k.2
5/31/57 22 26 14,18 22.9 14.26
5/31/57 22 59 14,2 23.0 1k.2
JD2435990. 4 13.5 23,0 1b.3
5/31/57 23 o1 14,45 23,0 1k.kS
JD2435991. 4 13.6 24.0 1b,L
6/1/57 23" 06®  1k.60 24,0 Ik.60
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Table Al = 1.12 (Comtinued)

SN195T® ty = 5/9/57 =, = 12.10

Bertola Romano Gotz L Tain
Date (70) (15) (12) (13} t =

B = ]} - N

K N ___ B ____PE
0/2/57 21 13 13,96 2h.9 a2k
0/2/5T 2 16 15.6 x.9 1k.6
JD2k35992. % 13.6 25.0 1k.%
6/6/57T 23° u® 18,3 29.0 1b.3
0/8/57 21 35 15,98 3.9 15.06
6/12/5T 21 &9 15.06 3%.9 15.1b
6/16/57 2 u8® 18,7 ¥.9 N7
6/17/5T <1 30 15.22 %».9 15.%
6/1T/5T 22 % 15.20 39.9 15.20
6/17/51 23 & 15.15 0.0 15.15
6/18/5T 21 18 15.56 &(.9 15.6h
6/20/57T 22 1 15.% 52.2 15.h
6/28/56 20 W0 15.61 50.9 15.69
6/28/57 21 51 15.5 %.9 15.5
6/28/57 22 30 15.60 50.9 15.60
6/29/57 21 30 15.59 S51.9 15.67
T/8/5T 20 51 15.89  56.9 15.57
T/8/5T 22 % 15.6 56.9 15.6
7/9/5T 20 3 15.53 61.9 15.61
T/9/5T 20 39 15.58 61.9 15.62
T/16/5T 20 U7 15.61 63.9 1,.69
7/19/57 20 W6 15.90 71.9 15.98
7/20/57 22 A 15.90 72.9 15.90
T/23/5T 20 W8 15.97 73.9 16.05
T/30/5T 21 W6 16.00 82.9 16.00

. 2
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Table Al - 1.13

. SH1959¢ vy = T/1/59 m. = 13.55
—Hibelas (78)
Dute e - ' t “rg
] 6/28/59 2B 2™  13.55 k.1 -2.1  13.55
T/1759 21 0oy 13.00 15,15 9.9 13.6G
7/2/59 21 o1 13.65 k.2 1.9 13.65
7/3/59 20 25 13.75 14.25 2.9 13.T
7/5/59 20 30 13.75 1,25 L.9  13.75
/1759 20 bk 14.35 14,30 €.9  13.78
7/8/59 20 3 14.25 14,15 7.9  13.69
T/10/59 21 Ok li.0k 1L, k2 9.9 k.10
7/10/59 22 220 14,15 1k.60 9.9  1&.15
| 7/11/59 22 38 1h.25 1,76 10.9 14,25
- 12/59 20 R 14.78 WSk 119 1.2
1/13/59 20 33 14,84 1k.55 12.9 1,31
1/21/59 20 20 15.75 16.10 26.8 15.75
] 1/28/59 20 a1 16.18 15.27 21.8  15.76
8/2/59 20 10 16.10 16.45 3.8 16.15
8/3/59 20 1 16.52 15.59 33.8  w€.11
8/3/59 20 31 35.90 16.2 33.9  15.90
8/26/59 19 38 15.40 15.8 56.8  15.ko
1/31/60 5 01 19.7
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Table Al - 1.1h

SN1960f to= M/16/60 l.c311.60
Bertols Huth Kulikov Tempesti Mannino
Date () (16) () (18 (19 t =
Rn n | <] B n
Ps PE re Ps PE

M6 9° o6 10.6 -1.6 11.ks
M15/60 9 36 10.8 -0.6 11.65
8/16/60 9 51 1.1 o.b 11.95
h/19/60 9 3 10.8 3.k 11.65
3/20/60 9 36 10.8 bk 11.65
JD2M 37046, & 11.53 5.k 11.53
8/21/60 20 1™ 11.5 5.8 11.6
JD243T0MT.3 1.7 6.3 11.7h
u/22/60 19° 55" 11.h2 6.8 11.84
JD2h3T0u8. & 12,05 7.4 12.05
049. 4 12.16 8.k 12.16
050.5 12,10 9.5 12.10
4/25/60 200 24® 11.55 9.8 11.97
Lf26/60 19 55 11.91 10.8 12.33
4/27/60 19 bl 11.62 12.8 12.04
JD2k37056.5 12,52 15.5 12,52
s/1/60  21® oo™ 12.55 15.9 12.55
ID243705T.b 12.68 16.4 12.68
5/3/60 P oo™ 12.10 7.0 12.71
JD2k37058. 4 12,78 17.k 12.78
069.3 13.68 28.3 17.68
070.h 14,05 29.4 14,05
5/16/60 20 2% 1,10 30.9 1h.10
JD2k37072.b 1,11 31.b 1h,11
5/17/60 19" 26 13.56 31.8 13.98

al
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Table Al - 1.14 .Zontinued)

Sal300f t, = 4/16/6¢ =, = 11.60
Bertola Huth Kulikov Tempesti Mannino
Date (t0) (167 (17) (78) (79) ¢ -
n m o m m
PE PE PE PE ~PE

JD2437073.4 .21 32.4 1L.21
5/19/60 19" 1™ 13.53 33.8 13.95
JD2L37075.4 1L.27 3.k 1b.27

076.4 .37 35.4 1k.37
s/21/60 21" so™ 13.75 35.9 1k.36
JD2L3T70TT. 4 .42 36.L 1442
5/22/60 19" 55% 13.92 36.8 14.34
JD24k37078.5 1h.%2 37.5 1Lk.%2
5/23/60 19" 11" 14.02 37.6 1b.kk
JD2437079.4 1u.53 38.% 14,53
s/24/6c 18" 538 14.10 38.8 1k.52
JD243708G. 4 14,48 39.4 1L.48
s/25/60 18" 58® 14.26 39.8 14.66
5/26/60 21 36 1k,05 0.9 1L4.66
5/26/60 22 58 1hk.A8 41.0 1L4.48
JD2L37082. 4 14,60 L1.4 1k4.60
5/28/60 20 53® 13.85 k2,9 1k.46
JD2437085.4 14,75 L4 4 1L.7S
5/30/60 23" 46® 14,05 ¥5.0 14.66
JD2437086.4 14,75 b5.4 1,75
6/1/60 19" 1B 14,30 46.8 14,72
JD2k37098,. 4 15,05 57.% 15.05
JD2L37099. 4 14,97 58.4 1k.9T
6/13/60 19" 41® 1k,64 8.8 15.06
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Table #1 - 1.1% (Continued)

SH1960f toﬂl/].ﬁ/ﬁo l0=11.60

Bertola Huth Kulikov i Mannino
Date (T0) (76) (T7) (78) (79) ¢t =

| § a | 3 n | pe

_PK P& PK 3 S
JD2h3T100. b 15.90 59.h 1h.90
6,18/60 19" 1™ 1h.60 59.8 15.02
6/16/60 19 M 18.90 61.8 15.32
JD2M3T103. b 14.90 62.5 14.90
6/17/60 19" M™ .92 62.8 15.34
JD2M3T10h. 5 16,97 63.h 14.97
6/18/60 23" L6" 1k.70 6.0 15.31
é/20/60 19 26 14.90 65.8 15.32
6/26/60 21 28 15.20 71.9 15.20
6/26/60 21 &0 15.20 71.9 15.20
6/21/60 19 M 15.01 72.8 15.43
6/21/60 21 & 15.20 72.9 15.20
JD2M3T11h. b 15.12 73.b 15.12

115.h 15.12 7h.b 15.12

1/12/60 19" 12® 15.23 87.8 15.65

"n o

S

<
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Takle Al - 1.15

SN1960r t, = 12/19/60 m, = 11.50
Bertola Zaitseva Gates
Date (70) (80) (81) t m
»n m B v pé
PE PE_

12/20/60 12.00 1.0 11.75
JD2437312.5 13.71 24,5 13.71
31k.5 13.97 6.5  13.97
1/19/61  o* ss® 14,28 28.0  14.29
1/16/61 14,35 13.08 31.0 14.28
1/22/61 0 02 14.55 3.0  14.55
1/22/61 2 01 k.50 3h.1 1k.k0
1/23/61 0 3k 1k.65 35.0 14,65
JD2L437326.6 14,73 38.6 1%.75
1/27/61 3" 09®  1k.60 39.1  14.60
1/27/61 3 14,58 39.1 1k.58
1/28/61 4z 1L.70 k.2  1k.70
2/8/61 2 36 1k.90 51.¢ 14,90
2/10/61 22 00 1k.82 53.9  1k.82
2/11/61 22 18 15.00 sk.9  15.00
2/12/61 22 20 1k.93 55.9  1k.93
2/1L/61 0 5¢ 14,80 57.0 14.80
2/14/61 22 11 14,85 57.9  1L.85
JD2437354.6 15.08 65.6 15.08
377.4 15.44 89.4  15.4b

377.5 15,38 89.5 15.38

377.5 15.25 89.5 15.25

378.5 15.28 90.5 15,28

378.5 15.29 90.5 15,29
3/23/61 22" W™ 15.63 9k.9 15,63

3/26/61 1l 39 15.20 97.1 15.20
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Table Al - 1.15 (Continued)

SN1960r t, = 12/19/60 m, = 11.50
Bertola Zaitseva Gates
Cate (70) (80) (81) t L
!g‘: ,p‘? B v

k/6/61 23 0Ob 15.57 109.0 15.57
L/7/61 23 39 15.60 110.0 15.60
4/8/61 23 28 15.65 111.0 15.65
JD2L37L05.2 15.90 117.3 15.90
B/19/61 20 41®  15.80 121.9 15.80
4/19/61 23 55 25.78 122,0 15.78
s/2/61 19" L™ 15.90 134.8 15.90
5/5/61 21 S6 16.03 137.9 16.03
s/7/61  2c 37 15.93 139.9 15.93
5/7/61 23 25 15.90 140.0 15.90
5/9/61 23 06 15.95 i42.0 15.95
5/10/61 23 21 15.98 143.0 15.98

5/13/61 0 25 16.05 145.0 16.05




Table Al - 1.16

511961d t, = 1/17/61 a, = 16.20
Zwicky
Date (82) t n_

me B 3

12/22/60 21

12/23/60 21.¢

12/2k/60 20.4

1/15/61 16.Tc -2.0 16.23

1/21/61 16.95 b,C 16.6L

1/24/61 17.05 7.C 16.83

2/11/61 138.75 25.G 18.75

2/13/61 18.20 27.0 18.96

2,/21/61 18.50 35.0 19.%1

2/22/61 18.45 2.8 19.36

2/23/61 18.45 37.0 19.35

3/11/61 18.80 53.C 19.55

3/11/61 19.55 53.0 19.5h
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Table Al - 1.17

S41961h t, = 5/8/61 m, = 11.20
Romano
Date :;83) t mp&
PE

5/2/61 11.h -6.0 11.4
5/5/61 1.3 -3.0 11.3
5/7/61 11.2 -1.0 11.2
5/3/61 11.2 1.0 11.2
5/10/61 10.9 2.0 10.9
5/11/61 11.3 3.0 11.3
5/12/61 11.4 4.0 11.4
5/18/61 11.8 10.0 11.8
6/1/61 12.7 2h,0 12.7
6/2/61 13.0 25.0 13.0




Table Al - 1.13

SK1y61p ty = 9/11/61 mg = 14.30
Bertola
Date (10) t m.pg
PE__
9/1/61 22" 36® 14.95 -9.1 14.95
g/3/61 21 1k 14,63 -7.1 14.63
9/4/61 23 58 1k.4o -6.0 1k, ko
9/6/6i 23 24 14,50 4.0 1L.50
9/8/o1 0 k6 14,42 -3.0 1L.42
9/5/61 23 02 14,05 -1.0 1k.05
9/10/61 22 59 14,35 0.0 14.35
9/13/61 22 25 14,28 2.9 1L.28
9/13/61 23 07 1k.35 3.0 1k.35
9/15/61 23 00 14,32 5.0 14.32
9/16/61 22 58 14,32 6.0 14.32
9/17/61 23 59 14,38 7.0 14.38
9/18/61 1 50 1k.45 7.1 1k .45
9/19/61 0 25 14,45 8.0 1L.48
9/20/61 1 09 14.68 9.0 1L .68
9/21/61 1 57 14,70 10.1 1L.70
9/22/61 2 10 1k .70 11.1 1k.70
10/2/61 22 27 15.63 21.9 15.53
10/9/61 22 L8 16.28 28.9 16.28
10/10/61 23 20 16.18 30.0 16.18
10/11/61 23 k9 16.23 31.0 16.23
10/31/61 21 03 17.12 5C.9 17.12
11/1/61 19 19 17.30 51.8 17.30
11/1/61 19 S8 17.30 51.8 17.30
11/2/61 23 Lo 17.25 53.0 17.25
11/5/61 18 07 17.20 55.8 17.20

11/10/61 23 12 17.32 61.0 17.32
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Table Al - 1.18 (Continued)

SM96ip j' 9/11/61 " .30
Bertols
Date :‘m) t e
edi..

1/1v6 22 15 17.30 6h.9 11.%
11/15/62 22 18 17.30 65.9 17.%
11/15/61 22 55 11.25 €6.0 11.25
1/17/60 1 18 17.35 67.1 17.38
11/17/61 19 ©3 17.3% 67.8 17.3%
nns/a 11t 17.52 8.1 11.52
11/19/61 2 13 17.55 6.1 11.55%
11/28/61 17 36 17.50 78.7 17.50
12/8/60 20 22 17.58 8s.8 17.h8
12/11/61 17 13 17.75 91.7 11.7%
12/12/61 171 M6 17.65 9.7 17.65
12/15/61 0 h2 17.90 95.0 17.90
1/6/62 11 22 18.00 17.7 18.00
1/8/62 17 M 17.90 119.7 17.90
1/8/62 21 5% 17.95 119.9 11.95
ah/62 18 m 18.10 135.8 16.10
yas/62 19 09 18.10 13.8 18.10
1/31/62 18 M 18.10 152.8 1t.10
2/6/62 22 37 18.42 1h8.9 18.52
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Teble Al - 1.19

S 962e tg" 1/15/62 i" 15.60
2wicky and Barbom
Date (o%) t "
s i

wWé/62 1wt N 18.65 8.5 18.06
V8/62 10 2 18.10 -6.6 17.56
19/62 10 A3 17.64 -5.5 17.6%
1/9/62 10 38 17.8% 5.5 11.32
2/2/62 9 % 16.05 18.5 16.3%
2/3/62 10 M8 16.25 19.% 16.25
2/3/62 1 Ob 15.86 19.5 16.22
Jj2/62 1) 08 17.2% " 18.11
Y6/62 T S 17.87 50.3 18.70
3/28/62 6 31 18.70 T2.3 18.70
3/29/62 T 15 18.37 13.3 19.08
N6 B 20 18.85 75.3 18.85
M8/6z 8 00 18.67 83.3 19.12
$/1/62 5 M 19.20 106.2 19.20
s/362 8 25 19.22 108.4 19.4%0
s/s/62 & S50 19.22 110.2 19.38
$/6/62 T 2\ 19.49 111.3 19.49
s/29/62 T 10 20.00 134.3 19.92
s/o/62 S a0 19.56 135.2 19.56
6//6a 6 12 19.54 166.3 19.84

L5
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Reldnicki and Zwicky

. oo .

11.5 1.4 17.37
17.8 15.3 11.85
3.2 19.h
19.0 .2 19.05
18.7 8.3 19.54
19.0 ».3 19.7h
18.8 .2 19.32
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Table Al - 1.22

. 0 1] l' 9/2/62 l, = 13.00
Date - .

. -I -'
/w62 22 20" 13.65 -2.1 13.65
9/3/62 2 N 13.65 1.9 13.65
9 5/62 20 M2 13.05 3 13.85
9/8/62 2 M 13.95 6.9 13.95
9/18/62 18 W .66 6.8 .66
9/20/62 18 W0 .6 18.8 .64
9/2hj62 20 5 15.15 2.9 15.15
9/25/62 18 2 15.32 3.8 15.2
9/30/62 20 55 15.Th 208.9 15.7%
10/4/62 18 32 15.95 2.8 15.95

: 20/19/62 19 oh 16.36 37.8 16.36
10/22/62 18 16 16.08 0.8 16.08
10/2v/62 19 16.45 52.8 26.45
10/26/62 18 20 26.50 5%.8 26.50
W2/6 1T M3 16.60 6.7 16.60
11/26/62 171 2 16.80 5.7 16.00
waee 11 21 16.90 .7 16.90
/6 1T M3 16.80 3. 16.80
W2/ 1T B 16.05 .7 24.05
12/171/62 1T D 37.00 106.7 37.00
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li- 13.20
Bertols Besine
Date (1) (e8) 1 3 e
=
weyé 2 n® 15.20 15.0 -1 13.0
11/2%6/62 18 o1 1.3 8.2 1A3
18 M LW 1h.2 8.2 1h.2
2 » .2 8.1 1h.2
/29/62 18 % .1 -5.2 1h.1
22 B 13.8 -5.1 13.8
23 55 8.2 13.66 =5.0 183
1//62 1 2 14,20 <A.9 1h.02
1 A3 14.0 5.9 140
8 3 k.1 4,2 2.1
23w 15,12 4.0 13.9%
12/1/2 0 12 s.0 -h.0 140
12/2/62 o 18 13.8 -3.0 13.8
0 20 16,10 -3.0 13.%@
17 50 14,05 -2.3 13.08
2 35 k.1 2.1 1h.}
23 o 14,08 13.88 -2.0 13.%2
12/3/62 2 26 15,01 -1.1 13.5%
2 5T 13.9 ~1.0 13.9
23 00 15,03 13.33 «1.0 13.87
12/df62 22 13.9 <0.1 13.9
12/5/62 2 W 13.97 13.28 0.9 13.00
2 00 13.% 1.0 13.b
12/6/62 1 12 13.95 1.0 13.7%
2/1/62 1 07 13.6 2.0 13.6
12/36/62 17 M .2 9.7 1.2
12/15/62 19 16 .0 10.8 1b.20
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Tek ¢ Al - 1.22 (Continued)

. su1962¢ t, = 12/5/62 »y = 13.20
) Bertola Rosino
Date (67) (88) t L
B v n
. PR
12/15/62 19 &6 1.3 10.8 i%.3
12/16/62 18 S2 1h.5 1.8 1h.5
21 00 1h.9%4 13.35 1.9 18,00
12/17/62 19 S0 14.50 12.8 1h. ko
2 16 1h.7 12.8 1.7
12/17/62 2a° ¢ 1Ib.61  13.k6 12.9  1h.53
12/18/62 19 06 1h.9 13.8 1k.9
20 b 1h.T6 13.57 13.9 1h.68
12/20/62 18 ST 15.1 15.8 15.1
. 20 3 1k.99 15.9 1h.91
. 12/21/62 19 10 15.1 16.8 15.1
23 00 15.05 13.79 17.0 1h.99
22/22/62 19 S1 15.1 17.8 15.1
. 20 06 15.21 17.8  15.15
21 15.10 13.82 17.9 15.0%
12/25/62 19 18 15.55 20.8 15.51
19 A3 15.3 20.8 15.3
12/26/62 18 33 15.5 21.6 15.5
19 50 15.63 8.2 21.8 15.60
12/27/62 17 S0 15.5 2.7 15.5
21 00 15.95 1h.43 2.9 15.93
1/18/63 17 59 16.1 b.7 16.1
18 20 16.32 40,8 16.3%
1/15/63 18 12 16.2 h.8 16.2
* 1/16/63 18 29 16.1 k2.8 16.1
1/19/63 19 03 16.1 8.8 16.1
2 28 16.31 b5.9 16.33
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Table Al -~ 1.22 (Continucd)

su1962L ty " 12/5/62 m, = 13.20
Bertola Rosino
Date _(87) (88) t n
B v » e
. 4
Y2063 1T M9 16.2 §6.T 16.2
20 09 16.35 6.8 16.37
1/2:/63 18 29 16.2 h8.8 16.2
1/28/63 18 13 16.% 50.8 16.4
18 22 16.35 50.8 16.37
1/25/63 18 10 16.h 51.8 16.%
1/26/63 18 &8 16.h 52.8 16.h
1/21/63 1* 16.51 53.8 16. 52
2/23/63 19 23 16.95 80.8 16.92
2/25/63 19 20 16.89 82.8 16.85

4
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Table Al - 1.23

SH1962p t, = 10/29/62 m, = 1.2
Rosino
Date iﬂ9) t L.
- - 4
10/9/62 16.9 -20 16.9
10/24 /62 15.0 -5 15.0
11/23/62 16.5 25 16.5
11/26/62 16.5 28 16.5
11/30/62 17.1 32 17.1
12/3/62 17.2 35 17.2
12/5/62 17.2 37 17.2
12/20/62 17.h 52 17.%
12/22/62 17.4 Sh 17.h
1/14/63 17.6 7 17.6
1/24/63 17.6 87 17.6
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Tasble Al - 1.2b

SH19634 t9; 1/20/63 a = 15.60
Bertola Bosino
Date (86) (90) t Y
a ) re
28 2K
1/22/63 15.5 2 15,5
1/25/63 o® o8" 15.90 5.0 15.90
21/63 o0 09 16.00 1.0 16.00
1/28/63 o 1b 16.10 8.0 16.10
1/31/63 0 30 16.50 11.0 16.h0
2/2/63 0o 03 18.85 35.0 18.85
2/25/63 23 5% 18.90 31.0 18.90
3/1/63 0 25 18.95 40.0 18.95
3/1663 22 3T 13.05 53.9 19.05
3/17/63 22 S 13.05 56.9 19.05
M3/63 8 37 19.35 100.4 19.35
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SM1963i t, = 5/5/63 n, = 12.90
Zaitseve lochel Bertawd

Date (91) (92) (93) t e
s > SR

v/22/62 15.8 13 15.8

8/21/63 W3 -8 13

5/18/63 19" od® 13.90 9.8 13.9

2i 00 13.90 9.9 13.90

5/16/63 20 00 1.01 1.8 1h.01

2 00 13.98 1.9 13.98

5/20/63 1h.3 15 1h.3

5/21/63 19 00 18,57 16.8 1857

5/22/63 20 00 14.68 17.8 1868

5/23/63 21 00 1%.81 18.9 1h.81

5/25/63 20 00 15.07 20.8  15.07

5/26/63 19 00 15.16 21.6 15.16

6/10/63 20 00 15.71 %.8 15.7

6/16/63 20 00 15.80 2.8 15.8
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Table Al -~ 1.26
SM19633 ty = 5/10/63 B, = 12.0
Twicky Wild Chincerini and
Date (9%) (95) Margoni (96) t a
] | | | e
. S . 4 .-
5/18/63 12.5 8 12.5
5/20/63 13.0 10 13.0
s/21/63 2A® 17" 13.85
5/25/63 20 S6 13.7 15.9 13.7
5/26/63 23 O 13.75 17.0  13.75
5/28/63 2b 01 13.8 19.0 13.8
5/30/63 2b 59 13.8 2.0 13.8
5/31/63 25 08 13.9 2.0 13.9
6/9/63 21 1k 1s.3 2.9 143
6/12/63 23 o8 14,8 3.0 14.8
6/17/63 22 M 1h.9 38.9 1%.9
6/23/63 22 S2 15.h .9 15.h
6/25/63 23 35 15.5 7.0 15.5
6/26/63 23 13 15.h b8.0 15.h
T/16/63 22 33 16.1 65.9 16.1
7/16/63 21 $6 16.3 67.9 16.3
118/63 22 o7 16.h 69.9 16.%
1/19/63 22 50 16.h 7.9 16.h
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T.bl. Al - 1-21

SH1963p t, = 9/21/63 m, = 13.50 )
Bertola Kaho
Dete et a1 (97) (98) t a
B lt 2
9/22/63 oo® 25" 14,25

9/23/63 23 53 1k.15 -3.0 13.81
9/21/63 0 2k 1%.05 0.0 13.72
10/9/63 23 3% 14,70 13.0 1k.43
10/13/63 0 Ok 15.15 16.0 1k.90
Jb2h38321.1 15.33 2.1 15.45
322.1 15.88 22,1 16.0%
i0/19/63 P 17* 15.95 2.1 15.T%
10/22/63 0 01 16.%5 25.0 16.27
10/23/63 3 19 16.50 26.1 16.33
10/25/63 23 3% 16.70 2.0 16.55
10/26/63 23 37 16.70 30.0 16.76
' 23 S8 16.85 3.0 16.71
JD2h38345.1 16.67 hS.1 17.18
5.1 16.76 k5,1 17.33
346.1 16.62 k6.1 17.09
36.2 16.72 k6.2 17.26
1/17/63 23" 12® 17.50 52.0  171.37
11/22/63 22 50 11.55 57.0 17.81
12/12/63 21 18 17.80 16.9 17.63
JD2k38382.1 17.Ci 82.1 17.83
383.0 15,82 83.0 17.5h
383.0 17.00 82.0 17.73
1/8/65 19" 51® 18.50 103,8 18.28
20 13 18.60 103.8 18.38
1/19/68 19 30 18.80 114.8 18,56
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Table Al ~ 1.27 (Continued)

o

e e e —

SH1963p t, = 9/21/63 m, = 13.50
Bertola Vaho
Date et a1l (97) (98) t n
Pe
m _ :

JD2h38414.9 17.08 11%.9 17.89 ;

ws.o 17.18  115.0 18.35 ‘
1/20/68 19" 38 18.95 115.8 18.71
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62t o'er 06°2T w00 4O 19/01/€
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g2t " 14-M n9/2/€
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Table Al - 1.29

SH196AL t, = 12/8/6k m, =13.10
Bertols et al
Date :91 ) t "
—nk

12/12/68 2 o™ 13.85 9 13.55

2 27 13.60 k.1l 13.60
12/13/68 1 23 13.50 5.1 13.50
12/23/68 2 03 18,50 15.1 1k.50
12/28j68 0 14,65 16.C 1hk.65

0 35 ih. 70 16.0 1k.70
12//66 0 37 15.55 23.0 15.55

2 b 15.40 23.1 15.%0

23 1§ 15.55 2k.0 15.55
1/>/05 0 3 15.65 26.C 15.65
1/6/65 0 22 1. 5 29.0 16.05

2 15 16.05 29.9 16.05
1/1/65 0 Oh 16.05 30.0 16.05
1/8/65 2 b 16.25 3.9 16.25
1/10/65 1 12 16.10 33.0 16.10
1/11/65 0 S8 16,50 3k.0 16.%0
1/23/65 22 33 16.25 §6.9 16.25
1/25/65 22 k2 26.40 M8.9 16.4C
2/2/65 21 3 16.h5 56.9 16.h5
2/4/65 0 08 16.65 s8.0 16.55
2/8165 23 19 16.60 59.0 16.60
2/8/65 23 53 16,60 63.0 16.60
2/21/65 23 01 16.60 76.0 16.60
2/21/65 2 27 16.65 81.1 16.65
2/27/65 & A4S 16.75 81.2 16.75
3/1/65 1 30 16.80 8.1 16.80
3/12/65 0 11 17.00 9k.0 17.00




Teble Al - 1.29 (Contimmed)

SE196ML t. = 12/8/6h l. 13.10
Date Bertola et al
(97) t "
Tog
3/25/65 23 S5 17.05 108.0 17.05
3/21/65 23 32 17.05 110.0 17.05
N/, 2a W 17.15 113.9 17.15
N6/65 2 k2 17.10 129.9 17.10
5/3/65 23 &2 17.35 187.0 17.35
5/6/65 23 38 17.50 150.0 17.50

1 oni i Ao 7 N e
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Tedle Al - 1. %0

SH1%55 12;:61131‘5 j' 12.0
Yo sad Clatti amd
Jave Mn!l {108) M t e
Ji2430915. 3 16.09 9.7  16.09
916.3 15.67 8.7 15.67
o/18/6s a® n® 1.0 5.9 1.5
J02'.38932.3 12.58 7.3 12.58
o/ 2" 0o 12.85 7.9 12.27
a a 12.5¢ 7.9 12.37
JD2439937,. 4 12.48 8.4 12.08
o/2/6s 2 od® 12.70
a 2 12.69 9.9 12.50
21 28 12.65 9.9 12.5%
2 ok 12.70 9.9 12.60
2 w 12,75
JD2h38935. 4 12.70 10.h  12.70
6/23765 a® os® 12.80
a 26 12.75 10.9  12.65
JD2438936.3 12.73 1.13 12.73
6/20/65 20° W 12.80
22 .0 12.8%
2 1n 12.80 0.9 12.72
21 20 12.95 11.9  12.87
2 3 12.90 1.9 12.8
6/25/65 21 10 12.95
2 16 12.90
21 25 13.10 12,9  13.03
. 21 % 13.00 12,9 12.93
JD2438938.3 13.00 13.3  13.00
939.3 12.81 .3 12.81




N LRk S

SE19651 _t, = 6/13/65 »p = 1.0
Ven Igong aad  Ciatti ead
Date Pamaria (104) M t "
e
6/z1/65 2™ o™ 13.10
2 15 13.35 9 13.%
a 20 13.30 N7 13.25
JD24389%0. 3 13.29 153 13.29
981.3 13.33 16.3 13.13
6/29/65 2® n* 13.25
2 2 3.0 16.9 13.3%
2 2 13.45 16.9 13.3
JD2A389%2. 3 13.38 17.3 13.38
943.3 13.39 18.3 13.%
9kb. 3 13.81 19.3 3.8
956. 3 14,80 1.3 148
959.3 15.08 3%.3  15.08
960.3 15.62 35.3 1.6
963.3 15.78 8.3  15.78




SH9663 o = 11/23/66 a, = 11.0
Caincarini |
Vild end Perinotto Ksho et al t =
Date (106) (107) (108) (112) e
:l B -‘f ~ B
12/18/66 13.0 2 13.0
12/21/66 1* A 13.30 26.1 13.18
12/22/66 3 00 13.25 29.1 13.13
12/28/66 3 27 13.50 1.1 13.39
1/3/61 22 5% 18.20 52.6  14.08
1/5/61 o 28 .2 33.0 1h.08
JD2k39500.1 1h.36 M.l 3M25
500.2 1842 M.2 1h.30
500.2 1835 A.2 1h.2b
500.2 1h.bb .2 1h.21
.2 .32 3.2 1h.22
501.2 18.28 28.2 1h.18
501.2 1M.55 8.2 1h.41
/61 o 1w’ 8.3 ¥9.0 18,17
JD2h39503. 3 1h.08 50.3 1h.35
503.3 1842 50.3 14.30
11361 2 oo™ 1805 51.1  1h.31
23 ¥ 1h.50 52.0 14.%
1/19/61 0 W ih.5 7.0 1h.36
2/2/61 23 o8 1.6 72.0 1h.M3
JD2h39528.1 14.83 75.1  1h.63
$28.2 1h.76 75.2 1h.56
528.3 1h.Th 75.3  1h.5h
2/1/61 2 13* 4.7 17.0 1h.52
2/9/67 1&.7T5




it WY IR Y

SE1966) "g = 11/23/66 n = 11,20
Chaincarini Borzov
Vild aead Perisctto Kabo et al t )
Date (106) (o1) (108) (112) e
a ) -‘L o ¥ |
2/15/671 20 12 15.00 8.8 1.8
211161 14,95
JD2% 39553.1 15.09 10¢.1  1h.Bh
557.1 14,96 10,1 .72
86T 15.10
3/9/61 15.30
JD2h 3956k, 2 15.32 1.2  15.05
£9)1973 JIPY oY 15.20 112.0  1h.96
JD2439565.1 15.27 12.1 15.00
565.1 15.11 112.1 1A.8%
565.1 15.35 12,1 15.08
6T = Bt 15.30 149  15.06
&/16/67 15.70
JD2h39608.0 16.12
608.0 16.10
5/1/67 15.60
5/1/67 16.00
5/3/61 16.10
JD2439626.1 16.05
626,2 16.38
643.0 16.57
6h3.1 16.43
646.0 16.50
6/11/67 15.8
T1/1/67 16.10




Teble AL - 1.32

- _ 966K ty = JmeAIAy.0 " = 1660
Pednicki
Date = mt ¢ M
" 2

JD2AWATS.9 18.% <10.1 119
9.9 17.8 9.1 11.8
AT9.9 18.2 9.1 1.7
505.0 17.6 16.0 11.9
506.9 18.1 179 12
53%.0 19.0 S.0 0.0
551.8 18.9 .8 19.7
$52.7 19.2 63.7 2.0

S6k. T 19.5 5.7 0.1

564 .8 19.6 5.8 19.6
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SH1966a t.g = 10/1/66 n - 1h.3
Cistti end Barbom
Date (105) t a
- e
2
WaMe: o A" 1A.70 1.0 .70
1/7/66 22 3 16.90 1.9 16.90
11/I6/66 0 05 16.95 3.0 16.95
11/16/66 0 17 17.10 50.0 17.10
11/19/66 0 » 17.30 »3.0 17.30
12/6/66 22 35 17.60 60.9 11.60
12/8/66 22 35 17.65 62.9 17.65
12/9/66 22 Oh 171.70 63.9 1.7
12/10/66 22 10 17.70 6.9 17.70
12/31/66 21 06 17.80 65.9 17.80
1661 19 11 18.00 09.8 18.00
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Table Al - 1.34 (Continued)

Chmmie s mbamh et o =

SN196T¢c to ® 2/22/67 n, " 12,60
de Vaucouleurs Marx and Borzov et al Chuadze ¢t a1l Kaho
Date et al (110 Pfau (111) (112) (113) (108) t "
"i?"'j"'e" ® n~ B n e pe
2V
JD2439613.7 16.35 69.7 16.19
613.7 16.43 69.7 16.27
616.7 16.65 12,7 16,48
618.7 16.45 .7 16. 28
S/T7.9/67 16.20 Th.9 16,11
JD: 439619.7 16.85 5.7 16,68
621.7 16.73 7.7 16,56
5/10.9/67 16,20 11.9 16,10
5/11.9/67 16.30 78.9 16,20
JD2439623.7 16.94 16.33 79.7 16.76
ob3.7 17.50 99.7 17.29
645.0 16,60 102,0 16,90
646.0 16,57 102.0 1€..85
JD2439643.7 17.38 105.7T 17.16

653.7 17.78 106,7 17.56
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s

SH1968e t, = 3/15/68 n, = 12.70
Chavirs Rusev <ZLjiatti and Barbon
Date (Ls) (1) (105) . a
n B v PE
P PE __
3/21/68 13.5 6 13.5
3/25/68 21® ™ 15.50 14.85 10.9  1k.k3
JD2k 39943 w7 12 1h.7
3/27/68 20 %" 15.60 15.00 12.°  14.65
JD2k399%h 14.8 13 1k.8
3/28/68 22" o™ 15.60 15.25 13.9  1k.95
JD2k 35945 14.75 1k 14.75
k¢ 1%.9 15 14.9
3/30/68 20" 35 15.70 15.35  15.9  15.08
4/3/€3 2k 00 16.10 15.65 20.0 15.63
JD2439963 15.8 32 15.8
966 15.95 35 15,95
b/23/68 20" 13 17.20
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Teble Al - 1.36

SH1969¢ t = 1/31/69 m = 13.9%
Bertola and Ciatti
Date {115) t »
) ¥ n re
SE_
1/20/69 21® 15 16.35 -10.1  16.35
2/9/69 2 0h (1k.10)
2 18 1k.60 9.9 14.60
g/13/69 19 50 15.10 13.8 15.10
20 08 15.30 13.8 15.10
22 15 1k.60 13.9 1k.89
2/17/69 23 03 15.35 18.0 15.18
23 18 1h.82 18.0 15.30
25 3%  15.50 18.1  15.33
2/21/69 23 01 15.80 22.0 15.66
23 16 1k.95 22.0 15.63
25 26 15.85 22.1 15.71
27 39 14.85 22,2 15.53
3/6/69 19 17 16.65 3.8 16.59
19 33 15.45 3.8 16,66
3/8/69 19 25 36.70 36.8 16,6k
22 W3 16,65 36.9 16.59
23 01 15.45 37.¢ 156.65
3/9/69 19 S5 16.75 37.8 16.68
20 12 15.55 37.8 16.73
22 01 15.45 37.9 16.63
22 19 16.70 37.9 16.63
b/7/69 23 58 17.35 67.0 17.2h
k/o/69 26 13 17.55 69.1 17.43
4/10/69 24 03 17.60 70.0 17.48
b/1k/69 25 17 17.60 Th,1 17.48
b/17/€9 25 21 17.10 17.1 16,97




R et -

SH1969c ty = 1/31/69 n = 13.9%
Bertola snd Ciatti
Date (115)
B A | n t a
—il ~E
h23/69 25 28 i7.70 83.1 17.56
5/32/69 20 08 17.80 101.8 17.63
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Table Al = 1.37 (Continued)

SK19T14 % " 5/21/M Ry = .70
! Deming et al Ishida Van Herk et al Saovil
Date ~32) (36) (54, 58) (116) t "o
L B v n v BV :l -l!
| 6/22/T1 14,70 13.35 26 14,65
i 6/22/11 14,60 26 14,60
! 6/23/T1 14,58 13.39 27 14,50
6/21/11 13.7 n 14,91 i
| 6/29/T1 15.06 13.83 ' 33 14,99 f»
1/3/71 14.83 13.97 3 14,69 .“;:
| 7/18/T1 15.25 1k.05 ¥ 15,18 ; ;
1/26/11 15.35 14,50 50 15.21 { |
1/16/T1 15.25 30 18.2% ;
T/29/T1 15.45 14,90 63 1%.26 !
1/31/T1 15.50 15.00 65 15.%0 |
8/2/T1 15.50 14.90 67 19,32 |
8/3/T1 15.30 15.05 68 15.06 ‘
8/14/T1 15.8 9 15,47
4
- ——— s y
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APPEIDIX 2
THE REDUCED LIGHT CURVES

Pigures A2 - 1.1 through A2 - 1.37 give the finel reduced light
curves used for the anslysis. All megnitudes have been converted t-
the lu system and any necesssry zer--point correctizns have been
spplied. Diffarent symb:ls have been used for the different cbservers
in esch ~urve. The vertical strasight lines st t:0 represgent the
estimstes of ", The fitted curves sre the fits of the Morrison-
Sartori model which were used to estimate %ne v=lues of the camparison
parsmeter Atc- The vaslues of the psrameters C and \ which define these

fitted curves are giver in columns 9 and 10 >f Table 8-1.
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study with trnese ¢ van d=n Sergh, Kowzl, =zrd Psicvsxii ars 2iver iz
Table AZ-1 and Figure A’~l. The tzbl:s campar=s the =verages, standarsd
deviaticons and sample sizes. Column ° was obtained Tty reczloulzting

the =zbsclute megnitude. in the present study with the pezx spperern
magnitudes, By corrected only fcr absorption wit our own gzlaxy.

The magnitudes thus cttained should te casparztle tc thoss crtainsd Ty
van den Sergh and Kowzl. The table indicates zn extremel;y oot ggreemernt
on the average with those of van dzrn Zergh and Tairly gocd sgre-ment
#ith those of Kowal. The discrepancy betweer the average valu. of Xust

and that of Kowal is

TAELE A°-1

Compariscn of the Absolute Magnitudes with Thos- ¢f Previcus Studi-s

Sample van den Pl(owal smst 's -(—pgckovsxim:ms

Berygh' o correct-8 o final
M only Tcr M
o . o
abs in
correct=d
our

laxy for
Statistic galaxy everything

ﬁveruxe ~15.7 1. ¢ lz.2° =1 .1z =12 .1
Standara
vistion 171 ey 17 7 A .
aaple
1ze 2 ) ) 7 i)

—
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0527 with the Rust magnitudes being the brighter. There are 1) supernovee
common to the two studies. Figure A3-1(a) is a plot of Kowal's estimates
aguinst the partially corrected estimates in this study for those 13
commoi: supernovae. The straight line, which has a L5° slope, is the

relation

M_ (Kowal) = M_ (Rust) + d¥7 .

Although the scatter around the line is large, there are no cbvious
systematic deviations from it.

Column 5 of Table A3-1 glves tie average and standard deviatiom
of the absolute magnitudes given in column 8 of Table 2-3. The magnitudes
have been corrected for absorption both in our own and in th. parent
galaxy. They should be comparable to the magnitudes calculated by
Pskovskii. The average differs from that of Pskovskii by J.33 with the
Rust estimates being the brighter. The discrepancy is less than half of
either of the standard deviations, which differ by only 3%9. Figure
A3-1(b) gives a plot of Pskovskii's estimates against those of this study
for the 21 supernovae common to the two samples. The straight line is

the relation
M, (Pskovskii) = M_ (Rust) + Fozz

Clearly the scatter around the line is random and there are no systematic
deviations from it.

The agreexent between the [inal estimates of this study and those of
Pskovskii is good when one considers that the methods for estimating

the absorption in the parent g.iaxy were very different. Pskovokil took
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the intersal sbeorption to be insignificent in elliptical and irreguler
,_ @alaxies. Be based the estimstes for the sbeorption in spirsl galaxies
’ on the inclination of the plane of the galaxy assuming & plane-parallel
model for the sheorbing material. Figure A3-2 gives the comparison of

&mmm&rwmawmm
the two samples. The solid line is the 4S° line

daat
[P

Au(mu.i) = Am(hlt) ’

and the two dashed lines represent 05 deviations. A closer =xemination
; of the 9 points lying cutside the band described by the two dashed lines
; nndathctfw?ctthn,tbecﬂcnlﬁedAu(m)mbuedm

' cbserved color excesses, and only two of them (shown encircled) represent

estimates. This implies that most of the corrections in the present
study which deviat2 wvidely from the corresponding corrections of Peskovskiil
are mmong the more reliably determined corrections in this study. This
conclusion is strengthened further by Figure A3~3, which is a plot of the
total sbsorption correction against color excess for the 12 supernovae
with measured color excesses which were cammon to the two studies.
Pskovskii's corrections are shown as filled circles while the corrections
for the present study are shown as ojen circles. It is not surprising
that the latter lie along a straight line since they were computed by
Bq. (9=5). Pskovskii's corrections, in contrast, do not exhibit any
significunt correlstion with the color excess. Tvo extreme cases are
SN1959¢ and 19621 vhich have cbserved color excesses of J:10 and (85

respectively. Pskovskii's estimates for the adbsorption corrections are
1!7 and 097 respectively. These estimates are inconsistent with the
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observations since SH13621 could not possidly bave suffered 8.5 times
the reddening but at the same time less than half the sbsorption suffered
by SK1955c. It would appear then that the color excess method is a more
consistent method for calculsting sbsorption corrections than the
inclination method, and, since most of the deviations in Fig. A3-2 ure
in the directiom A l,‘(mm;) >Au(hhuntii), that the inclinstion method
Bgy be on the aversge too conservative. This would certainly account

for the 733 excess in the average intrinsic luminosity estimates of
the present study over those of Pskovskii.
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APPENDIX &

COXRELATIONS BETWEEN THE PEAK ABSOLUTE MAGNITUDES OF THE
SUPERNOVAE AND PROPERTIES OF THE PARENT GALAXIES

In his 1967 paper {50), Pskovskii found s weak correlation between
the peak sbsolute zagnitudes of the supernovae and the Hubble types of
the purent galaxies. Figure Al-1 givez 2 plot of the magnitudes versus
the Hubble types both for Pskovskii's estimates, shown as i0lid circles,
and for the estimates of the present study, shown ss open circles.
There does appear to be a slight correlation, with the brightness

ircreasing as the type of the galaxy progresses through the Hubble

sequence from elliptical to irregular. The correlation is perhaps

more clearly indicated in the lower graph, which is a plot of the average
magnitude for each type. These averages, together with tre standard
deviations are given in Table Ai-1. In the plot, the average values

are connected by straight line segments (Pskovskii's by solid lines

and Rust’s by broken lines) in order to emphasize the difference between
the two sets of averages: (1) The averages of Rust increase more smoothly
along the sequence of galaxies than do those of Pskovskii, and (2) The
range of the increase is legss for the estimates of Rust than for those
of Pskovskii, the ranges being (-18.8, =19.8), respectively. Thus, the
correlation appears to be more regular but less prorounced fo. the
estimates of Rust than for those of Pskovskii. It is dirficult to assess
the significance of the correlation, considering the range of standard
deviationr of the estimates about the averages.
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TABLE Al-1

Average Peak Absolute Magnitudes as & Function of Galaxy
Type for the Estimates of Pskovskii and Rust

Type of | _Pskovskii's Estimates Rust's Estimates

Gelay | mo. W zo(n) No. W 2a(M)
E 8 -18.8 %5 7  -18.91 % J%63
S0 6 -18.6 & 0.k 3  -18.80 £ 1.11
Sa 2 -19.5 £ 1.9 3 -19.43 £ 0.38
Y 6 -18.7 % 0.9 5  =19.38 % C.80
S’ 12 -19.5 % 0.7 16 -15.81 % 0.98
Irr 4 =20.5 % 0.2 2 ~19.60 £ 0.28

o
Barred spirals are grouped with regular spirals of the sare type.

In an earlier paper (14%), Pskovskii reported a correlation between
the peak absolute magnitudes of the supernovae and the integrated
ebsolute magnitudes of the parent galaxies. In his 1967 paper (50) he
said that the correlation is not reliably determined because of the
large dispersion in “o and the lack of data on supernovae in low luminosity
galaxier. Figure Al-2 illustrates the regression of Pskovskii's estimates
of “o on his estimates of the integrated absolute magnitudes Ms alaxy
using all the supernovee in his 137 sample ror which he gave estimates
of "sallr./'
the figure as a solid line, is

The c:quation of the best fitting regression line, shown in

Mo = «{26.57 % 2.34) = (0.379 % o.121)uguw »

i

\
\

.
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and the correlation coefficient is - = =2.-32, The t-statistic for
testing the significance of the slope has the value t = =3.15 which
Zives, for the 27 points in the sample, significance at about the ¥3.)"
level. The regression was performed both with and without the point at
the upper left corner /SX1)372) in order to show that it did not have
an inordinate influence ir. determining the slope. Without that point,

the regressiocn line is

-

3} galaxy ’
£ith W cewws Taslon o Tislont o= 2T gt b = SDU0D whish el
tinicionns Yol o Tifawe Aler 117 anteates the fame repreaiion

WSin fhe oatizates of fie rresent stuiy as the samplc. The pest Tittine
ar I ine i

D v T Y oy ey Y

o T ST T Yeatany’
T ororr lation o Cicient i3 2= =000, che fartatistie has tiv

value t = =1.35, and there are 37 points in the sample so the co~-elation
is significart at the X~ level. When the left hand extreme point,
SN1)37¢c, is omitted the results are

no = «(27.0 2 3.79) = (0.3 = -).262)ugum, ,
¢ = «=2.,279, and t - =1.67 which gives significance at the 7h.7 level.
It would appear then that there is a significant correlation between
the estimates of Mo and the estimates of M a

galaxy
there ig a wide scatter in the Mo estimategs. The two sets of egtimates

in both studies, but

give similar values of the slope of the regression line but the cor-
relation is not s pronounced in the present sample which contains 19

supernovae more than the sample of Pskovskii.
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APPENXDIX

\n

TESTS FOR SYSTEMATIC m*tsnmmno

Four 1ifferent methods were used fcr estimsting the original
. uncorrected m : \1) inspection of the observed light curve, (2)
Pskovskii's estimates by his point k method, (3) Pskovskii's estimates
by his average light curve method, and (L) Rust's estimet:s using
Pskovsi-ii's point & method. Tsble A5-1 gives a summary of the number

of times each o these methods was used in the two luminosity groups.

TABLE AS5-1

Sumnary of the Number of Times Zach Meti.od of Estimating B wes Used
fer the Two Luminosity Groups

Number in More Number in Less

Method Luminous Group Lurinous Group LI J(Ho)
’ Observed light curve [ b «19.65 % 0.€5
Pskovskii's point k 3 2 «19.42 % 0.76
Pskovskii's av. light
curve 2 5 -18.94 = 0.69
Rust's point k 6 6 =19.72 £ 1.71

Clearly there is no strongly exclusive association of either group

with any of the methods. Furthemore the average values of “o for the
- various methods are very similar except perhaps for Pskovskii's average

light curve method which is lower because of the 5 to 2 ratio of the

) less luminous group to the more luminous group. This imbalance is




"

U,

pretsbly s small sample =7fect and certainly is not the cwase of the
sap. Thus, if s diss was dulilt into the estimates of B, it wust heve
occcurr=d in correction process.

The scrrections Zor sdsorption could essily hsve duailt ir s bias
I7 the ccrrecticns spplied tc part of the a were systematically and
significanily greater than those spplied to the others. 3ut the sversg:
tctal correction spplied to the acre luminous group was E =171 2 e
ani for the less luminous group was E s e N7, e difference,
:.:1’, ir less than one fcurth the standard deviatiouns. The t-sgtatislic
for testing the significance cf the differcnce has the value ‘I = et 13,
which even with 3~ degrees of freedom is not significant st the 7
level, Clesrly the gep was not cmused by systematically correcting
the more luminous group scre than the less luminous one, and in fest .
if oither group were systemssticelly corrected further to sake its
magnitudes consistent with the other group, then s biss would de bujile '
i~ and the correcticns for that group vould be systematically different
‘rae. those of the other. It is 2 cocincidence that the 1: to 17 ratic
of the twec luminosisy qroups is {dentical tc the retio of the mmber
of 2 correci-? by the <t gerved color excess method to the number for
which the absorption withi: the parent galaxy wss obtained by estimation.
That it is no more than s coincidence is clearly shown by Teble A-~2

which gives the number of times ecach method of correcting for sbsorption

was used in each luminosity gswup.




TAZWLE A =2

Summery c. the Jumber of Times Zach M:thod of Estimeting the Absorptice
in the nt Zalaxy was Used in Esck Liminosity Sroup

amber in Hore lumber ir Les:

Method Laminous Graup Lumincus Srosp !c = 2™ c)
Observed Color Sxcess 1 : S T R
Zst. = ‘Zllipticwi) 1 z
Zst. . !Spiral) “17.43 2 1.2

Est. 17 /Spiral)

\y
[

Clearly there i3 no strong asscciation of either grcup with amy ¢ the
aethods. Purthermore the sverage !Io for the cbserved cclor excess grourp
does not differ significantly from the group for which the akscrption

correction was obtainec by estimation.
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APPERDIX €

. DISTRIBU1iON OF THE SUPERNOVAE IN THIS
STUDY ON THE CELESTIAL SFHERE

- F.gure Ac-1 is s plot in egustorial cooriinates of the cositioss
in the sky of ihe 3 supernovee in the present sample. The pattern of
occurrences reflects the areas patrolled in the regular survevs rather
than real preferences for ceriain directions. The two different
luminosity groups are distinguished by open and closed circles. C(Clearly

the two groups coexist in the same parts of the sky. This fact indicstes

that thcy were not csused by an anisotropy in the Hubble law.
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APPENDIX 7

FREQUENCIES OF OCCURREXR"E IN VARIOUS TYPES OF GALAXIES

B=svola and Sussi [1.7} suggested that there are twc kinds of
Type 1 supernovae associated with Populstion I and Fopulation II stars.
Their only evidence was an analysis of tre fregency of occurr=nce in
different kinds of galaxies. Usiag as their smmple i type I supernovae
taken from various lists published by Zwicky (1:3,1-2) and from various
other sources, they obtained a diztributior. having two frequency maxima
reesteniing to T oani tc S{3)c salaxiez. A thcigh the surerncvas in the
nregent s%uly were 3electel sing 2 iITer<nt critericn, namely tac avalila-
Tlity ¢ a ™ s cr Less ccmplete [ight curve, it is5 inter=sting to cosxare
tac Tregency iistribition with t'ar 2 Rertola’s and Sussi®s sawmis. The
freguency distribution with that of Rertola‘'s and Sussi'’s sample. The
two distributions are shown in Figure ~7-1, plotted as mmber of
occurrences versus Hubble type of the perent galaxy without any cor-
rections for the frecuency distribution of galaxies sccording to type.
This latter correction would have the effect of enhancing the E-galaxy
pesk and lowering the Sc-gmlaxy peak. Even $0, the correction would
leave intact the double-peaked structure which is clearly evident in
both Aistributions.

It is also interesting to consider the distribution of the two
luminosity types in the present sample. This is indicated in the figure
by the shaded and unchaded areas, and is given in detafl in Tadle A7-1l.
Supernova 1966n was omitted because the exact type of its parent galaxy
is not known with certainty though it is known to be a spiral. Note
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TABLE A7-1

Bumber of Superncvae in Different Types of Galaxies

Galaxy More Liminous Group Less Liminois Group Both Groups Togetner

e Fumber ‘ Number ‘ Rumber B
E 2 11.1 - 2 el ¢ i7.1
S0 1 Se s 2 1.2 2 3.
Sa 1 o5 2 n.s z 3.6
Sb 3 1.7 2 n.o . 1:.3
Sc¢ 3 5362 T 1.2 1c L3.7
Irr 2 1.1 2 3 2 3.7

that beth lumirosity groups have occurred in all the galaxy types except
Irr in viich there were only two occurrences in the entire sample. 1In
particular, both luminosity groups occur in elliptical galaxies, a fact
which rules out an idencification of them with Populations I and Ii stars.
There appears to be a slight trend for the more luminous group to occur
more often in galaxies of later type (Sb, Sc, Irr) and for the less
luminous group to predominate in earlier types (E, S), Sa). The muubers
in the various tymes are too small to Judge whether this trend is
statistically significant, but such a tendency would explain the cor-
relation of M o with galaxy type shown in Pigure AlL-l and perhaps the
correlstion of "o with the absolute magnitude of the parent galaxy

shown in Figure Al-3.
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