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Disclaimer

This software was developed at the Institute of Physics, Polish Academy of Sciences (IP PAS). You can use it in any way you wish (there is no copyright). If you want to improve it however and modify it, please contact the authors – certainly they will appreciate your help.

IP PAS assumes no responsibility whatsoever for its use by other parties, and makes no guarantees, expressed or implied, about its quality, reliability, or any other characteristic.

We would appreciate acknowledgement if the software is used. When referencing, we recommend citing following paper:

“Periodic boundary conditions for demagnetization interactions in micromagnetic simulations” 
Kristof M. Lebecki, Michael J. Donahue, Marek W. Gutowski 
2008 J. Phys. D: Appl. Phys. 41 175005.
1 Overview

The aim of this software is to support one dimensional (1D) periodic boundary conditions (PBC) in the OOMMF project.

To reach it, few new Oxs_Energy classes have been created for realization of PBC in exchange and in demagnetization interactions:

· Klm_UniformExchange,

· Klm_Demag_PBC,

· Klm_SimpleDemag_PBC.

PBC is here defined as “imagine your sample is infinite times repeated to the left and to the right”.

2 Installation

First of all you must have OOMMF version 1.2a4. At the moment I write this sentence, such a release is not available through the OOMMF alpha release web site (http://math.nist.gov/oommf/software-12.html). So, you have to take (below comes citation from Mike’s e-mail) “snapshots of the development tree up on the division web server.  Try grabbing one of these: 

   http://math.nist.gov/~MDonahue/misc/oommf12a4pre-20051118.tar.gz
   http://math.nist.gov/~MDonahue/misc/oommf12a4pre-20060524.tar.gz”. 

According to Mike: “You need to use the 20060524 snapshot if you want to compile in (…) periodic boundary condition extension”.

Second, you must have a working compilation environment. I.e. you must be able to remove all OOMMF binaries (if they exists) and create them “from scratch”, by help of the compiler of course. The way to check the status of your compiler is described in the installation section of the OOMMF user manual (2.2.2 “Check Your Platform Configuration”), instructions how to compile OOMMF are in the next paragraph (2.2.3 “Compiling and Linking”). If you have any error messages stop proceeding and contact the OOMMF authors. 

Then copy following files to the OOMMF oommf/app/oxs/local directory:

· kl_demag.cc, kl_demag.h. These are Klm_Demag_PBC class files.

· kl_pbc_util.cc, kl_pbc_util.h. These are utilities files.

· kl_simpledemag.cc, kl_simpledemag.h. These are Klm_SimpleDemag_PBC class files.

· kl_uniformexchange.cc, kl_uniformexchange.h. These are Klm_UniformExchange class files.

· kl_progress.tcl. This file can be used by the demagnetization routines.

Run the compilation script pimake according to the OOMMF programming manual. You should see a message about successful compilation of the appropriate *.cc files, then about the update of the OXS binary. I.e. something like this (I was compiling with gcc):

C:\Programy\oommf\app\oxs\local>tclsh84 ..\..\..\oommf.tcl pimake

g++ -c -DNDEBUG -Wall -W -Wpointer-arith -Wwrite-strings -Woverloaded-virtual -W

synth -Werror -O3 -ffast-math -fstrict-aliasing -fomit-frame-pointer -momit-leaf

-frame-pointer -march=pentium4 -msse2 -mfpmath=sse -IC:/Programy/oommf/app/oxs/l

ocal -IC:/Programy/oommf/app/oxs/base -IC:/Programy/oommf/app/oxs/ext -IC:/Progr

amy/oommf/pkg/nb -IC:/Programy/oommf/pkg/oc -IC:/Programy/oommf/pkg/oc/wintel -I

C:/Programy/Tcl/include -IC:/Programy/Tcl/include/X11 -o wintel/kl_demag.obj C:/

Programy/oommf/app/oxs/local/kl_demag.cc

(…)

Updating wintel/appindex.tcl

pimake 1.2.0.4  info:

Target '' up to date.

Built Wed Dec 06 09:26:35 Central European Standard Time 2006

Current time: Wed Dec 06 09:26:35 Central European Standard Time 2006
In case of any strange messages we recommend to contact the “PBC authors”.

3 Usage

From the point of view of the user three new OXS objects are now available (listed in overview) which should be used instead of original OOMMF energies.

Below comes description of them and their parameters.

3.1 Klm_UniformExchange

This energy has exactly the same meaning and parameters as in non-PBC case with one extension, one new parameter.

Parameters (I list only PBC ones)

· kernel
Possible values (“6ngbr” is default):

· “6ngbr”
This value determines “standard” OOMMF exchange calculation.
· “6ngbrzperiod”
This value determines exchange calculation in case of 1D PBC. 
It means, for instance, that one given sample cell which is at the z-boundary (zpos=zmin) has six neighbors: five of them are in the directions +x, -x, +y, -y, +z and the sixth is at the other z-boundary (zpos=zmax).  
There are also other possible values, which are undocumented in the OOMMF manual I have. You may try to catch their purpose from the code…  

3.2 Klm_Demag_PBC

This is a complicated term with many parameters. All of them have “reasonable” default values. Below they are described in order of their importance.

Parameters
· z_period
Possible values (0.0 is default) are real numbers defining the PBC repetition period in units of meters.
Value 0.0 leads to a repetition by the whole sample z-length (according to the mesh/atlas definition).
Values larger than “sample z-length” allow evaluation of non-continuous periodic structures.
Values smaller than “sample z-length” are allowed, but a warning is shown.
· progress_script
Possible values (“” is default) are strings defining the place of the kl_progress.tcl script file (whole file path must be specified). You can use the OOMMFRootDir command inside the MIF-file to make the live easier.
Calculation of the demagnetization tensor for large structures can be time-consuming. To see the work progress you must here specify the progress script. Empty value (“”) means “no progress show”.
While observing the progress-window do not close it! Its closure will cause the program to stop, you can use it to break the initialization phase.
· tensor_file_name
Possible values (“” is default) are strings defining the place where to store the demagnetization files (whole file path must be specified).
As the tensor computation can be time-consuming you can save your time and save the file for future. Because of technical reasons always two files must be saved, that’s why a suffix will be added at the end of the file name: “1” or “2”. 
The next time the program will be run, it will try to re-use these files. If they are correct (the geometry has not changed, none of input parameters that affect the tensor have changed), he will. If not, he will re-compute and re-fresh them. 
You must have read-write access permission for appropriate files, of course. The directory, where the files will be placed must exist before the program will run, otherwise an error occurs. 
There are two possibilities:
· You save the files always under same names.
In this case you define with this parameter just the file name prefix. A suffix will be than added to it (as two files must be saved) and a second suffix will be added, defined by the tensor_file_suffix parameter.
For example parameter with value “/tmp/dt_” will lead to creation of two files: /tmp/dt_1.ovf and /tmp/dt_2.ovf
· You save the files in one directory with many names for many geometries.
In this case you define with this parameter just the file path (i.e., it must end with a slash “/”). The appropriate file names will be constructed (depending on the geometry) and the files will be kept in this directory.
For example parameter with value ”/tmp/demag_tensor/” used in the attached sample MIF file kl_infinite_prism.mif will lead to creation of two files: /tmp/demag_tensor/t-16-16-1-1-1.ovf and /tmp/demag_tensor/t-16-16-1-1-2.ovf. The file names are constructed according to a rule: 
t-<x-cells>-<y-cells>-<z-cells>-<z periodicity>-<”1” or “2”><tensor_file_suffix>, where <x-cells> means “no of cells in the x-direction” and <z periodicity> is given in cell edge units. 
The user might want to clean up these files occasionally.
· fidelity_level
How large relative errors can occur in the computed demagnetization tensor elements. This is just a guess, see chapter 4 for details. Value 10-10 (as for now, default) means eight significant digits.
See [1].
· max_no_sum_elements
Possible values (default: 105, as for now) are integer numbers meaning maximal number of PBC repetitions. This is a “save stopper” if relative error condition (fidelity_level) cannot be efficiently used, because of zero actual tensor value, for instance. If you play with small values of fidelity level, you should adjust this parameter as well. See section 3.4.
· no_of_sum_elements
Possible values (0 is default) are integer numbers meaning an alternative method to limit the PBC repetitions, i.e. simply specify the number of PBC repetitions. Null value (0) means that error condition (fidelity_level) should be used instead.
· tensor_file_suffix
Possible values (“.ovf” is default) are strings defining the file extension for the tensor storage files.
· error_A_img_diag, error_A_dip_diag, 
error_A_img_OFFdiag, error_A_dip_OFFdiag 
Possible values are float numbers affecting the estimated errors. See [1] (A2.1), (A2.2).
All of them have appropriate defaults.
· include_inf_tails
Possible values are integer numbers: 0 or 1 (1 is default). Debugging-purpose only.

· compute_stats
Possible values are integer numbers: 0 or 1 (0 is default). This determines whether more detailed statistics are collected and later shown in the tensor file (#2).
See chapter 3.4.

3.2 Klm_SimpleDemag_PBC

This class is only for debugging purposes.

It runs slower then the Klm_Demag_PBC class and it has same functionality and almost same parameters.

One additional parameter can be here used:

· turbo
Possible values (“sometimes” is default) are strings whether to use the periodicity of the system in the convolutions.
According to the theory of convolutions, the magnetization and demagnetization tensor (called sometimes kernel) should by periodic. This requirement is usually not fulfilled, so a technique called “zero padding” is used. In PBC however, this is fulfilled, so zero-padding in z-direction can sometimes be omitted.
”Sometimes” means: the sample z-length should be power-of-2 (in units of cell edge) and the zPeriod should be equal to “sample z-length” (both in meters).
Possible values:
· “sometimes”
avoid zero padding whenever possible (see above). I.e. speed up the calculations whenever possible.
· “always”
never zero pad. Error is thrown in cases explained above.
· “never”
always zero pad. This is equivalent to standard OOMMF behavior.
3.3 Sample MIF file

Attached sample MIF file shows typical (for me…) usage of parameters.
3.4 Statistics, explanation

Basic statistics are generated always regardless of the compute_stats parameter. Looking at sample *2 file we can see:

# Desc:    ***   PBC statistics   ***

# Desc: max_celldistance_img_Diag=31.7637, max_celldistance_img_OffDiag=31.3488

This is the critical radius for dipole approximation.

# Desc: No of repetitions, n: 144343 (222, 794714) /average (minimum*, maximum)/

144343 is the average half-number of the PBC images, i.e. parameter g from Ref. [1]. Beside average value, you have maximal and minimal as well. This is critical point for me to decide what value of to max_no_sum_elements use – I make sure that this average is much smaller than chosen max_no_sum_elements.

# Desc: Errors. Besides min & max, also a sum of all abs(error) is given.

# Desc:                  , e: 0 (inf, 0) /sum_abs (minimum*, maximum)/

# Desc: Ratio <summation compensation>/<total error>

# Desc:                  , s: 0 (inf, 0) /average (minimum*, maximum)/

# Desc: Below are tensor details of these values: /(XX, YY, ZZ)/ /(XY, XZ, YZ)/

# Desc: n_avg: (89191.2, 89191.2, 687288) (388.082, 0, 0)

Here are average g values regarding specific demagnetization tensor elements (NPBC [1]). Below you can find similarly minimal and maximal g values for different tensor elements.
# Desc: n_min: (1412, 1412, 633415) (222, 4.29497e+09, 4.29497e+09)

# Desc: n_max: (794714, 794714, 759187) (738, 0, 0)
<to be expanded>

4 Details of PBC demagnetization computations

Are described in the paper [1].
5 Restrictions, limitations

· So far, only 1D PBC. Moving to 2D is possible and from performance view (variable fidelity level) seems realizable.

· 1D only in z-direction.
· Turbo mode (omitting unnecessary zero padding) only implemented in Klm_SimpleDemag_PBC code. Moving it to Klm_Demag_PBC is certainly possible.
· The Klm_Demag_PBC code is basing on FillCoefficientArraysStandard routine. Additional speed-up could be achieved after porting to FillCoefficientArraysFast.
· While computing the PBC some symmetries are already used, in summation of odd elements, for example. Summation of even elements is, on the other hand, not yet symmetry-speed-up.  
· I was concentrated on cubic cells so far. 
In case of parallelepipeds minor changes in the code would be necessary. One should consider, however, appropriate values of max_celldistance_img_diag, max_celldistance_img_OFFdiag, error_img_dip_diag, error_img_dip_OFFdiag parameters (in this case they will have separate values for x,y,z dimensions, of course).

· Many of the files described here were written basing on appropriate original OOMMF files. I mean more than half of their volume was simply copied form the original distribution. The distribution we were basing on, was “oommf12a4pre-20051118”. Now I am working with the next, named “oommf12a4pre-20060524”. With no special problems.
Future OOMMF distributions may contain improvements, which may need appropriate changes in this code as well.

· The tensor file storage lack some evaluation in the case of changed geometry. Namely space shift or rescaling should not be treated as geometry change. 

6 FAQ, frequently asked questions

Q: “The program runs but I get no output and I cannot save anything”.
A: Remember that PBC code runs with the same speed as simple no-PBC calculations with one significant difference: it starts much slower. Generally, you have to accept it (ok, see next question). You can, for instance, start with really small structures to get the feeling about this initialization speed. 

To observe the initialization phase, use the progress_script parameter. To save time in future, in case you repeat calculations with same geometry, use the tensor_file_name parameter. These parameters are however optional and by default you do not take advantage of these functionalities. Also, these parameters depend on local directory structure and presence of specific files.

Q: “Can I still reduce the initial phase computation time?”.
A: Probably yes. 

First, you can experiment with higher value of fidelity_level parameter. 

Second, it might help you to look inside the statistics, if you switch them on.
Q: “PBC in two dimensions…?” “Other cells, not only cubec?”.
A: Yes. 

But not now, maybe later…

Q: 
“I get following error message:
Oxs_Ext ERROR: Failure in object Oxs_RectangularMesh:
mesh to open file /tmp/demag_tensor/t-16-16-1-1-1.ovf for writing: no such file or directory”.

A:
Read carefully what I wrote about the tensor file parameter, path access rights, and so on.

Q: 
“I get following error message:
 Unrecognized Specify Blocks---
Klm_Demag_PBC:
Klm_UniformExchange:”.

A:
The compilation step did not succeed. Read carefully the compilation messages.

7 License
Public Domain.
8 Credits
This software was mainly written by Kristof M. Lebecki (lebecki(ot)ifpan.edu.pl) of IP PAS.

The main idea of the demagnetization calculation method as well as many important remarks according PBC (and not only…) come form Michael Donahue of ITL/NIST. He is also the author of the kl_progress.tcl script.

If you have bug reports, suggested improvements, feature requests, or other comments, please send them in an e-mail message to lebecki(ot)ifpan.edu.pl


Acknowledgement is appreciated if the software is used. We recommend citing the following paper:

[1]
“Periodic boundary conditions for demagnetization interactions in micromagnetic simulations”, Kristof M. Lebecki, Michael j. Donahue, Marek W. Gutowski, 2008 J. Phys. D: Appl. Phys. 41 175005.
